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DECISION TABLES

These devices for representing a procedure or system 
are useful in analyzing decision alternatives and in 
communicating decision rules to operating personnel. 
This article tells how to construct and use them.

by James I. Morgan
The Dow Chemical Company

In their attempts to make busi­
ness decisions more scientific 

management analysts have devel­
oped a variety of new descriptive 
and prescriptive tools and ap­
proaches. Terms such as decision 
maker, decision theory, decision 
rule, decision function, decision 
diagram, decision matrix, decision 
tree, and decision table are becom­
ing increasingly common.

The rapid development of this 
“decisionitis” has left many business­
men skeptical as to whether these 
terms refer to something practical or 

just to some more fancy gimmicks. 
Some are skeptical because of their 
feeling that the decision process is 
so complex that it cannot be ex­
plained by simple terms or analyti­
cal procedures. A few managers 
have opposed these new approaches 
because of a feeling that automat­
ing the decision making process 
will obviate the need for manage­
ment.

Experience to date indicates that 
these new tools and approaches are 
finding practical application, that 
they are not passing fancies, and 

that they will remain on the busi­
ness scene. Potentially one of the 
most useful, and least publicized, 
of these new aids is the decision 
table. This article discusses the con­
cept, structure, and synthesis of de­
cision tables and describes some of 
the ways in which they can be used 
in management.

Definition

A decision table may be either 
an action or a result table. Basi­
cally, an action table is a compact
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Decision tables are not limited to computer uses. . . .

representation of a procedure or 
system in which alternative courses 
of action are specified for various 
combinations of conditions. The 
table states what action (decision) 
should be taken for a given com­
bination of conditions. This action 
(which actually may be several ac­
tions) is a decision rule which 
basically states that if such and 
such happens then this and this 
should be done. This type of deci­
sion table may be viewed as an or­
ganized set of decision rules de­
signed to tell what to do for given 
circumstances. The doing might be 
done by a person as part of some 
system or procedure or by a com­
puter as part of a routine. The 
table can even specify which per­
son is supposed to execute the 
action.

The result type of table is similar 
except that numerical results are 
specified for given combinations of 
conditions and/or actions. The re­
sult might be a cost, mileage, or 
physical property. This type of 
table is often helpful in evaluating 
which decision or action is better 
in which circumstances.

In its simpler forms the decision 
table is not new. One of the best 
known, and least popular, exam­
ples is the table from which we 
compute our income tax. This table 
gives the tax, or a rule for calculat­
ing it, for certain conditions of in­
come and exemptions. A price 
schedule which relates unit price 
to quantity ordered is another fre-
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quently used decision table. Many 
other common examples might be 
cited of tables in which a result or 
action is given for certain condi­
tions.

A more general form of decision 
table has come into use within the 
last few years. The impetus for its 
development has been the need for 
designing, communicating, and un­
derstanding complex control sys­
tems that have been programed for 
electronic computers. Although es­
pecially advantageous for explain­
ing decision procedures for com­
puter systems, decision tables are by 
no means limited to computer uses.

Inventory control

As an example of this new form 
of decision table, let us look at an 
inventory control situation. We 
have a case where inventory re­
plenishment is made on the basis 
of the relationship of available in­
ventory to a specified reorder point. 
We use the decision procedure:

If inventory is less than or 
equal to the reorder point, 
then order a replenish­
ment. Otherwise, don’t or­
der.

The procedure can be expressed 
more succinctly:

If inventory reorder 
point, then order. Other­
wise, don’t order.

Basically, we have a decision situ­
ation based upon one condition 
(the inventory level). Two alter­
native courses of action (order or 
don’t order) and two decision rules 
(based on a “yes” or “no” answer 
to the condition relationship) are 
available. The action taken depends 
upon the condition. The condition 
states a relationship. The action 
states a command.

An alternative way of expressing 

our decision procedure is given by 
Exhibit 1 on page 16. This is a 
simple decision table. It is not nec­
essarily more desirable than the 
narrative description given above. 
Its desirability would increase, how­
ever, if we were to add more con­
ditions and actions.

The table has four principal parts 
as shown:

CONDITION STUB CONDITION ENTRIES

ACTION STUB ACTION ENTRIES

We separated the four parts by 
double lines in our illustration. The 
table defines and separates the con­
ditions and the actions. In prac­
tice, it would not be necessary to 
use the headings for each stub. 
Each row is a condition or action. 
Each column is a decision rule 
or course of action. In decision ta­
ble terminology, a decision rule is 
a vertical combination of condi­
tions and actions. The condition 
entries are yes or no. (In more 
complicated tables, there may not be 
a condition entry in each square. 
If so, the condition is not signifi­
cant and is therefore ignored.) An 
action entry is a check whenever 
the action is to be executed. If all 
the condition entries in a column 
are satisfied, then the actions 
checked are effected.

Let’s complicate our situation 
slightly. Suppose that we will order 
only under two combinations of 
conditions: (1) if the inventory is 
less than or equal to the reorder 
point and the production plant is 
currently making the item, (2) if 
the inventory is less than a special 
critical point which is less than 
the reorder point. We now have 
three conditions: inventory in re­
lation to the reorder point, inven­
tory in relation to the critical point, 
and the existence of current pro­
duction. As before, we have two 
actions, order and don’t order.

Our decision table might look 
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like Exhibit 2 on page 16. Some 
simplifications have been made to 
avoid unnecessary writing. We now 
have four decision rules. There is 
no required reason for putting the 
rules in the order given. The given 
Rule 4 could have been Rule 1, 
and so forth. In practice, it is pref­
erable to put the most common 
situation first. For instance, if the 
inventory were more likely to be 
above the reorder point, then the 
given Rule 4 would be made Rule 
1. Thus, in checking which rule 
to execute we would come to this 
rule, and if it were applicable we 
would not need to try the other rules.

In this particular case, the or­
der of the conditions or the ac­
tions is not of major importance as 
far as simplifying the table is con­
cerned. In general, it is preferable 
to put the most sensitive condition 
first.

Testing all circumstances

Of prime importance is whether 
or not we have evaluated all the 
possible rules. To check, we need 
to know how many conceivable 
rules there are.

We have three conditions which 
can have either a yes or a no state. 
The conceivable number of rules 
is thus 23 or 8. (A general formula 
is 2C where c is the number of con­
ditions.) If we were to evaluate 
all eight eventualities we would get 
Exhibit 3 on page 16.

We note that whenever we have 
a no answer to the first condition, 
we have the same action. Hence, 
the first condition is the significant 
one. If the inventory is greater than 
the reorder point, it doesn’t make 
any difference whether there is a 
current production run or how the 
inventory compares to the critical 
point. Thus, we really need only 
one rule. Hence Rules 5 to 8 in 
Exhibit 3 can be replaced by Rule 
4 of the previous table. Similarly, 
if the inventory is less than or 

equal to the reorder point and there 
is a production run, then the criti­
cal point comparison is immaterial, 
and Rules 1 and 2 can be com­
bined. Thus the eight conceivable 
rules have been reduced to four.

If we apply some logic, we note 
also that Rules 5 and 7 cover im­
possible circumstances. Since the 
critical level is less than the reorder 
point, the inventory cannot be 
above the reorder point and less 
than the critical point.

This evaluating of all conceiv­
able circumstances is important in 
many cases. It is a check to see 
that a possible situation is not over­
looked and that there is a course 
of action for each situation. (The 
action might be to call the boss or 
to go out of business, but it still 
must be specified in the table.) One 
of the key advantages of construct­
ing decision tables is that omis­
sions, inconsistencies, and unfore­
seen circumstances can be discov­
ered.

If the number of conditions were 
large, it might be difficult to evalu­
ate all possible circumstances. For 
instance, if there were ten condi­
tions, there could be 1,024 possi­
bilities. Generally, however, it is 
possible to find situations where a 
given answer to one condition will 
specify a course of action that is 
not influenced by the answers to 
the other conditions. Also, as in 
our example, there may be combi­
nations of conditions which may 
be illogical because of physical, 
mathematical, or other impossibili­
ties.

Identifying all conceivable con­
ditions is a major job in construct­
ing a table—and also in designing 
a system. Generally, it is not prac­
tical to include all possible condi­
tions. There are almost always 
cases with infinitesimally small 
probabilities of occurrence. How­
ever, while it is desirable to keep 
the number of conditions to a min­
imum, care must be taken to in­

clude all conditions that will sig­
nificantly affect the decision made.

Other forms

The decision table of the ex­
ample might also have been writ­
ten in the form of Exhibit 4 on 
page 17. This table tells us that if 
one of the two combinations of 
conditions holds, we order. Other­
wise, we don’t.

The example could also be writ­
ten as Exhibit 5 on page 17. Here 
we have included relationships in 
our condition entries and com­
mands in our action entries. If 
all the entries were relationships or 
commands, then we would have 
an extended entry table as con­
trasted to the limited entry table 
given previously. A limited entry 
table has only yes, no, and exe­
cute entries. We have a mixed en­
try table here because there are 
relationships and commands and 
also yes or no and execution state­
ments for entries.

The particular form used de­
pends upon the preference of the 
table developer. Ease of under­
standing should be a major con­
sideration. Except for a few funda­
mentals, the rules for constructing 
decision tables are not too explicit. 
The skill of the developer, the situ­
ation which the table describes, 
and the use to which the table is 
put are factors that influence the 
table’s structure. The important 
thing is that the table be easily 
read.

A more complicated example

So far we have discussed only 
relatively simple situations. If there 
were other conditions that influ­
enced our course of action, then 
they should be included. Some ad­
ditional conditions might be these:

1. Were there sales in the last 
month?

2. Does the sales department feel
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EXHIBIT 2 
ADDITIONAL CONDITIONS

EXHIBIT I 
INVENTORY DECISION TABLE

EXHIBIT 3
ALL POSSIBLE RULES

the product will continue selling?
3. Is the item highly profitable? 

Inclusion of these conditions might 
give the decision procedure illus­
trated by Exhibit 6 on page 17.

Relational symbolism

The conditional statements are 
relationships. As a result, a deci­
sion table can be simplified by us­
ing symbols representing relation­
ships. An example is the symbol 
to stand for less than or equal. 
Other commonly used symbols are:

= equal
is not equal

≥ greater than or equal
> strictly greater than
< strictly less than

Further simplification can be 
achieved by use of the set-theoretic 
symbols U and ∩, which stand for 
intersection and union, respectively. 
The former indicates that both 
events must happen. The latter in­
dicates that one or the other must 
happen. For example, with cur­
rent production run fl profit­

able item, a yes answer indicates 
that there is a current production 
run and the item is profitable. With 
current production run U profit­
able item, a yes indicates that 
either there is a current produc­
tion run or the item is profitable. 
Both events may be true, but at 
least one of them must be true be­
fore the yes answer is valid. Using 
these symbols, we can shorten the 
table of Exhibit 6 to get Exhibit 7 
on page 17.

Further applications

This inventory control example 
is just one of many uses to which 
decision tables have been and 
could be put. Exhibit 8 on page 17 
is an example of a table used in 
the handling of customer orders. 
Here we have combined the order 
handling with our previous inven­
tory replenishment example. Such 
a combination would be used with 
a transaction inventory control sys­
tem.

In the area of economic analysis, 

decision trees and decision matrices 
have been used by many to help 
define decision alternatives and 
consequences.1 Just as there is some 
interchangeability in the use of de­
cision trees and decision matrices, 
there is some interchangeability of 
tables, trees, and matrices.

Of particular interest to account­
ants is the expression of a tax 
schedule by a decision table such 
as Exhibit 9 on page 17. This ex­
ample is hypothetical, but more 
realistic situations can be expressed 
by decision tables. Other examples 
include take-home pay determina­
tion, handling of airline reserva­
tions, listing insurance rate sched­
ules, listing product specifications 
for given customer requirements, 
listing of quantities to buy of dif­
ferent materials at various prices, 

1For example, see John F. Magee, “De­
cision Trees for Decision Making,” Har­
vard Business Review, July-Aug., 1964, 
pp. 126-138. Also, James I. Morgan, 
“Questions for Solving the Inventory 
Problem,” Harvard Business Review, 
July-Aug., 1963, pp. 95-110.
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EXHIBIT 5
MIXED ENTRY TABLE

EXHIBIT 4
SIMPLIFIED FORM

EXHIBIT 6 EXHIBIT 7
ADDITIONAL CONDITIONS USE OF SYMBOLISM

EXHIBIT 8
PROCEDURE FOR HANDLING CUSTOMER ORDERS

EXHIBIT 9
TAX SCHEDULE FOR CASE WHEN THERE CAN BE 
INDEFINITE CARRYOVER OF OPERATING LOSSES

determining transportation cost 
schedules, credit rating determi­
nations, maintenance procedures, 
medical diagnoses, and so on.

Strategies for games of chance 
can be set up as decision tables. 
As an exercise, the bridge player 
might set up his own strategy, or 
Goren’s, as a decision table. He 
would soon be impressed with the 
need for defining the significant 
conditions and also would be able 
to discover the situations about 
which the experts are "silent.” 

January-February, 1965

Such an exercise would undoubt­
edly improve his bridge game just 
as the development of decision ta­
bles in business situations often 
helps to improve business opera­
tions.

Fundamental requirement

The use of decision tables de­
pends upon some kind of logical 
procedure for arriving at the ac­
tions or results. In many cases, the 
actions or results may be based on 

definitions, laws, mathematical for­
mulas, or experiences. In other 
cases, they may be based on poli­
cies or subjective reasoning. For 
some situations, they may be based 
upon some “best” procedure de­
termined by an objective analysis. 
Unless such a procedure can be de­
termined, a decision table cannot 
be developed.

Decision tables are but one way 
of expressing a system or pro­
cedure. We could take the table 
of Exhibit 6 or Exhibit 7 and ex-
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EXHIBIT 10 
FLOW DIAGRAM

press it in words. It might, how­
ever, take a page of writing to ex­
press it adequately. Even then 
some ambiguity might be present. 
A decision table has the advantage 
over the narrative in its concise­
ness and its precision. The table 
allows easier visualization of rela­
tionships and alternatives. Further­
more, with the table, it is easier 
to see that we have covered all 
eventualities.

Other means of expression are 
flow and block diagrams. These 
have been used extensively by com­
puter programers. Exhibit 10 on 
this page is an example. Depend­
ing upon the use and the person’s 
familiarity with them, these dia­
grams may or may not be easier to 
read and use than decision tables. 
They are harder to draw neatly 
and are not as compact. They are 
generally harder to modify than de­
cision tables. With a decision table, 
it is easier to trace results for a 
given set of conditions.

For a complicated system, it is 
generally helpful to have both flow 
diagrams and decision tables. One 
can often be a valuable check on 
the other. With more complicated 
systems, more than one decision 
table may be required. The tables 

are connected by use of “Go to 
. . executions. With complex 
systems, flow diagrams can help to 
show the interconnections among 
decision tables. The flow diagrams 
can give the generalizations, leav­
ing the details to the decision ta­
bles.

Advantages

A main value of decision tables 
is their use as a communication 
tool. An analyst or engineer can 
design a system, express it as a 
table (or tables), and then use the 
same table to explain the system 
to a computer programer, an in­
ventory scheduler, a manager, or 
another analyst. A decision table 
gives them all a common language 
that is precise and less likely to be 
misinterpreted.

To the analyst, decision tables 
are extremely valuable in helping 
to think through a problem. They 
aid in defining relationships and 
actions. They are an easy and con­
cise way to present a solution to a 
problem and to document and im­
plement a system.

For the programer, tables are an 
aid in coding computer programs 
with a minimum of misunderstand­

ing and further analytical work. 
Some high-level computer lan­
guages are under development 
which will have special instructions 
for handling decision tables.

To managers and users, tables 
are effective means of understand­
ing, checking, and modifying a pro­
posed system. For the users, tables 
are an explicit, easy-to-use tool.

To date, the use of decision ta­
bles has been in areas where there 
are a relatively small number of 
well-defined possible combinations 
of conditions and where logical de­
cision procedures can be deter­
mined. Within these areas, decision 
tables have been an important tool 
in making more effective decisions. 
In some cases they have been a 
factor in “automating” decision 
procedures. Further use will de­
pend upon man’s ability to interre­
late logic with the need for choos­
ing alternative courses of action. 
For the manager who is concerned 
about being put out of a job by a 
computer system based on decision 
tables, it should come as some sol­
ace to learn that business appears 
to be growing more complex at a 
faster rate than man’s ability to 
comprehend it by decision tables 
or other means.
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