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Venture: The University of Mississippi Undergraduate Research Journal is a yearly double-blind, 
peer-reviewed publication of research written by students from across academic disciplines. 
We provide students the opportunity to experience the review and publication process first-
hand. “Venture” embodies what we think drives new and dynamic scholarship: the courage to 
take risks, explore the unknown, and chart a new path. Our publication shares student schol-
arship that pushes limits and redraws boundaries for what research can do and where writing 
can take us.

Our journal takes its name from two previously separate publications at the University of  Mis-
sissippi. In 2009, the Department of Writing and Rhetoric launched Venture, a magazine  show-
casing freshman student writing, especially creative works of prose, poetry, and art. The  origi-
nal Venture ran until 2013. 

In 2015, Whitney Greer, a UM Writing Center consultant, created the University of  Mississippi 
Undergraduate Research Journal (UMURJ) to provide an outlet for undergraduate  researchers to 
publish their work. The Associated Student Body recognized the importance of  this endeavor 
and fully sponsored the journal for its first two years of publication. The journal  continued 
until 2019. Sadly, during the COVID-19 pandemic and temporary shift to online and  remote 
learning that followed, previous editors graduated and publishing the journal became  very 
difficult. 

In Fall 2021, a group of students and faculty decided to revive these efforts to celebrate  excel-
lence in undergraduate student scholarship by combining Venture and the UMURJ. Today,  we 
are a registered student organization housed in the UM Writing Centers, with generous support 
from the Office of Research and Sponsored Programs as well as the Department of  Writing and 
Rhetoric.

MISSION
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ABSTRACT
Females and mathematics are often not grouped together due to the gender bias surrounding 
the two. Perhaps  attending an all-girls high school has instilled a higher level of confidence in 
my own mathematical abilities  than many women exhibit. The focus of my research is to ex-
amine preservice elementary teachers for their  confidence levels in mathematics, as well as 
whether they hold a form of unconscious gender bias. I completed  this research by developing 
a six-question survey instrument. The survey was administered in the spring and  fall of 2023 
to Math 245 and Math 246 classes, both of which are required math courses for elementary  
education students. These classes cover methods for teaching elementary level mathematics. 
Because  education is a major populated predominantly by females, the highest percentage of 
participants in the survey  identified as a woman. The survey results indicated a higher level of 
math confidence than predicted, which  provided hope that not all females are being pushed out 
of math. While these participants had a higher  confidence level, they still held a level of gender 
bias. When picking a working partner for a graded problem,  the majority of participants chose 
partners based upon math confidence scores. However, when the problem is  ungraded, the 
highest chosen characteristic in a working partner is gender. This research has helped to  high-
light the importance of both mathematical confidence and gender when selecting a working 
partner in  math class. It has also indicated that gender bias is present in many differing forms, 
which is a key point in  understanding how to combat it in the classroom. 

Pre-Service Teachers’ Attitudes About Gender, Education, 
and Mathematical Aptitude: 

A  Quantitative Study

Paige Barnett
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Introduction

From the start, I knew I wanted my capstone project to be focused on the realm of math-
ematics and  gender. Both topics have fascinated me throughout both my high school and col-
legiate years. Because of my  experiences, I feel privileged to have received encouragement 
from previous teachers in regards to my math  ability. However, not every woman is as lucky to 
have a constant support system promoting confidence in  science, technology, engineering, and 
math (STEM) related fields. This lack of confidence is a main focus of  my research and study. 
Throughout this research, I hope to gain an understanding of how gender plays a role  in math 
confidence levels.  

Attending an all-girls private high school was perhaps the most pivotal part of my edu-
cation. It was there  that I learned it is perfectly normal to make mistakes, and, hopefully, we 
can learn from our mistakes and grow  as human beings. Being in an environment of all women 
allowed for true growth from these errors instead of  potential embarrassment that may come 
from having males in the classroom. My teachers encouraged every  student to work their hard-
est in all aspects of their education, not just in one field. This created a culture where  females 
felt comfortable pursuing their interests in STEM-related fields, and we were supported instead 
of  discouraged. Without this positive reinforcement, I can confidently say I would not have the 
courage to be a  secondary math education major. My high school teachers instilled a level of 
confidence in me that I am  equally as worthy and knowledgeable as my male classmates. Had I 
attended a coeducational school, I cannot  say I would have chosen the same degree path. 

Many females begin to be pushed out of STEM-related fields in their secondary educa-
tion. Up until  that point, they may have been encouraged to try their best in these courses. 
However, once they entered middle school, that encouragement may have begun to decrease. 
There are two factors that play a role in  women’s decreased interest and participation in 
STEM-related fields. First, many teachers, even females, have  an unconscious bias that favors 
male students. Since this is unconscious, many teachers will not recognize they  are encourag-
ing boys more, as well as giving them more opportunities. The second factor is negative peer  
response. Many students still believe males should excel in math and science courses, and 
females should  outperform in literature and history classes. With this belief, many women re-
ceive pushback from peers if their  academic choices are in STEM subjects, which instills dis-
couragement instead of confidence level for STEM  subjects. While these are not the only factors 
that can cause a decreased confidence level in mathematics for  female students, I believe they 
are two of the most prominent and disruptive causes. 

When I begin my teaching endeavors, I will be teaching in a coeducational classroom. 
Instead of  condoning the traditional approach of separating males and female students into 
separate fields of study, I will  fight for equal opportunities for both genders. Thus, it is one of 
my highest priorities to boost the math  confidence levels of all of my students, especially the 
females. I want to be an advocate for those students who  believe they cannot pursue a career in 
a STEM field because it is a traditionally male-dominated field.  

The classroom environment I intend to foster will be conducive to learning and growing 
from mistakes  rather than being embarrassed by them. By emphasizing the importance of mis-
takes, I believe students will  begin to feel more comfortable in the classroom and about math in 
general. Building a safe environment is the  first step to boosting confidence. Once the environ-
ment is safe, then students should be more willing to learn  and grow their skills. An inclusive 
and welcoming classroom is vital to the success of students on their  learning journeys. This 
inclusivity encompasses the use of encouragement instead of discouragement. In my  future 
classroom, my hope is that no student will be discouraged during their learning process.  Dis-
couragement can cause a negative impact on their confidence levels and lead to a dislike of the 
subject. To  further build up courage and competence, students should receive encouragement 
throughout their learning.  By incorporating a safe, welcoming environment and minimizing 



VOLUME 6 11

the use of discouragement, students’ math  confidence levels should prosper.  
I plan on using this research to better inform my teaching methods as well as those of my 

peers. I want  to be able to take the results and learn how to better serve my students. I hope the 
results will act as a guide  when creating more effective lessons and intentional interactions to 
boost confidence levels among learners.  Information gathered will help to decipher whether 
coed groups or same-gender groups are more beneficial to  students when completing group 
work. The research also serves as a reminder to survey students about their  likes and dislikes. 
If a female student is not comfortable working with male students and will not be as  success-
ful in that setting, it is imperative to place them with another female. Without asking students 
about  their comfort levels, we, as educators, are not promoting the safest environment for 
them. Thus, I hope to  discover how confidence levels in math can affect a student’s choice of 
partners when relating to group work.  

To gather information about gender and confidence levels relating to mathematics, I 
developed an  instrument to survey college students. The focus of the research is to identify 
whether preservice elementary  teachers hold a form of gender bias, specifically in mathe-
matics. If a teacher holds an unconscious bias, then it  is likely the students in the class will be 
affected. Teachers with gender bias often tend to favor the male  students and sometimes do 
not give equal attention to the female students. The data gathered will indicate  whether there is 
any form of gender bias present among preservice teachers relating to mathematics. The  sur-
vey was administered to all of the Spring 2023 and Fall 2023 courses of Math 245 and 246,each 
of which is  a required course for all elementary education majors. The focus of Math 245 is to 
introduce students to sets,  the real number system, and its subsystems. The students learn 
methods of how to teach these topics to their  future students. Math 246 covers the best teach-
ing methods for introducing geometry and mastering measuring and the metric system. The 
students also spend time reviewing the best teaching practices for probability and  statistics.  

The survey presents a series of six multiple choice questions. The first question asks 
participants to  identify their gender. The students are given six different options: Woman; Man; 
Transgender Woman;  Transgender Man; Nonbinary; Prefer not to respond. The next ques-
tion gives a baseline of what the students  believe their math confidence level is. They have the 
option to choose a level from zero to five, with zero  indicating no confidence and five indicating 
extremely confident. The third question asks students what type of  high school they attended; 
the only two answer choices are public or private.  

The fourth question states: “You are in a room with a group of peers you do not know. If 
you are  asked to solve a math problem that will be graded and you can select a working partner 
from the people in the  room, which gender are you most likely to select for your partner?” The 
students are given the same answer  choices as the first question: Woman; Man; Transgender 
Woman; Transgender Man; Nonbinary; Prefer not to  respond.  
In the fifth question participants are given the same prompt as before, but with slightly differ-
ent wording:  “You are in a room with a group of peers you do not know. You are asked to solve 
a math problem that will be  graded and you can select a working partner from the people in the 
room. If you know their math confidence  score, which characteristic will most impact your 
decision when selecting a partner?” There are five answer  choices for this question: Gender; 
Sexual Orientation; Math Confidence Score; Public vs. Private School  Attendance; Other.  

The final question is almost the same as the fifth question. However, the math problem 
is no longer  being graded. The question states: “You are in a room with a group of peers you do 
not know. You are asked  to solve a math problem that will not be graded. You can select a working 
partner from the people in the room  to help you solve the problem. If you know their math con-
fidence score, which characteristic will most impact  your decision when selecting your part-
ner?” The answer choices for this question are: Gender; Sexual  Orientation; Math Confidence 
Score; Public vs. Private School Attendance; Other.  

For each of the survey questions, I have developed predictions of potential results. For 
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the first  question, I predicted that the majority of survey takers will be female, with the other 
categories making up the  minority. The hope for the second question was to receive a data rep-
resentation similar to a traditional bell  curve. With this hypothesis, I predicted that about 25% 
of survey takers will have a confidence level between 0  and 1. I anticipated around 55% will 
have a level of either a 2 or a 3. Finally, I predicted close to 20% of  students will feel extreme-
ly confident with a 4 or a 5. While private schooling is becoming more popular, I  still believed 
the public schools would be more dominant among survey respondents. Thus, I predicted only  
30% of students will have attended a private school, and the majority of students will have at-
tended a public  high school.  

The fourth question asks students to pick the gender of their preferred classroom work-
ing partner. I  anticipated a majority choosing a man, with woman being the second picked cat-
egory. For the fifth question, I  foresaw the math confidence score being the top answer. Because 
of this prediction, I thought gender would be  the second most dominant answer with the math 
confidence score receiving a majority of the selections.  
For the final question, I anticipated a swift change from the results of the fifth question. I be-
lieved  there would be a switch from math confidence being the most important to gender. Thus, 
I predicted around  half of the survey population would choose gender as the most important, 
and math confidence score would  then move to second highest chosen.  

Through attending an all-girls high school, I was constantly supported and challenged 
to further my  knowledge in mathematics. However, this is often not the case for many female 
students. By the time they  reach high school, they have often already been discouraged and 
pushed away from pursuing a degree in mathematics. My hope as a teacher is to provide a pos-
itive learning environment for all of my students. This  research will help guide me to develop 
practices that allow students to feel comfortable and also supported in  their learning processes. 
Every student should have the opportunity to pursue a degree in a STEM field, not  just males. 
The purpose of this research is not only to get an accurate baseline of data from students, but 
also  to guide future research questions. I hope to develop more effective teaching methods to 
promote the  confidence levels of my students, as well as take steps to decrease gender bias in 
mathematics. This study will  serve as a reminder to all preservice teachers to be aware of their 
unconscious bias and how it can impact a  student’s future opportunities. 

Literature Review  

Confidence Levels in Mathematics 
A key part in my research is preservice teachers’ confidence levels in mathematics. How-

ever, before  they were elementary education majors, they once were middle and high schoolers. 
At a young age, students  begin to develop confidence in school subjects. Some students may 
excel more in a language arts class than  the students who do well in a math course. This plays 
a vital role in the development of confidence. These  levels can change over time depending on 
many factors, including environment, teacher, and school. Thus, the  purpose of this literature 
review is to investigate the effects of confidence levels in mathematics on K-12  students. The 
findings from these studies will help to inform the research and interpret the results.  

Before delving into the research and results from these various studies, the definition of 
self confidence, specifically relating to math, must be explored. First, it is important to under-
stand that confidence  can be measured and conceptualized in various ways for research (Shel-
drake et al., 2022). Self-confidence is  an individual’s belief that an outcome will occur as ex-
pected. The confidence is developed through past and  current experiences and events (Schuh 
et al., 2023). These past influencing experiences can be categorized into  four types: mastery 
experiences, social persuasions, vicarious experiences, and physiological states (Sheldrake  et 
al., 2022). When relating to mathematics, self-confidence is the concept of how well the student 
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thinks they  will perform on certain mathematical tasks and skills (Schuh et al., 2023). Confi-
dence can often be tied to a  particular task. If a student is able to complete a challenging word 
problem, their confidence will increase  when going into the next problem set. This can also be 
the case for struggling students as their confidence  levels are likely to decrease (Schuh et al., 
2023). Research has proposed that if a student has a higher  confidence level, they will be more 
inclined and motivated to surpass their normal performance; while lower  confidence may be 
an inhibitor (Sheldrake et. al., 2022). Therefore, based upon previous research, self confidence 
can play a large role in a student’s future endeavors and successes.  

Attitudes towards math can greatly affect a student’s confidence. Often, if a student has a 
negative  attitude towards math, they will have a lowered confidence level. Attitude is a multidi-
mensional construct that  includes engagement, likes, confidence, anxiety, and beliefs (Chris-
tensen & Knezek, 2022). Each one of these  factors plays a different role in developing a stu-
dent’s attitude. Previous research has shown that students with  high math anxiety often enjoy 
math less and will have a lower confidence level. From this, it is believed that  confidence can be 
a predictor of how a student will perform in their math courses (Christensen & Knezek,  2022). 
Students begin to develop their attitudes towards math in their early years of school.  

Confidence, however, is not always beneficial to students. Overconfidence and undercon-
fidence can  be detrimental to a student if they let it dictate their study habits and participation 
in class. If a student is  overconfident, this may lead them to believe they do not need to study 
for a test. The student would then do  poorly on their test due to the overconfidence. Students 
who have underconfidence typically have a lower  satisfaction with their math performance, 
perhaps indicating the two have an impact on each other. These  levels of over- or under- con-
fidence are more often seen in lower-performing students rather than the higher performing 
students (Sheldrake et. al., 2022). While some research appears to indicate that there is no 
correlation between student confidence levels and performance/success in mathematics, over-
confidence and  underconfidence have shown this hypothesis to be incorrect.  

Each of the articles provided a slightly different approach to investigating confidence 
levels in  mathematics. However, the results can all be linked together to form an interesting 
outcome. In Christensen  and Knezek’s (2022) research, they found there were significant dif-
ferences throughout each grade level in  math enjoyment, confidence, and attitudes towards 
school. The data also pointed out a trend that the  previously stated dispositions became lower 
as grade levels advanced, specifically in the period between 5th  and 8th grade (Christensen & 
Knezek, 2022). The confidence levels in 5th grade did predict a student’s  success in the class. 
However, when the students got to 9th grade, their confidence levels positively predicted  per-
formance. The findings from this study affirm to some extent that over- and underconfidence 
on  mathematics tasks may link with their generalized math beliefs and performance (Shel-
drake et. al., 2022).  

Gender and Mathematics 
When it comes to mathematics and other STEM-related fields, there tends to be a smaller 

ratio of  women to men (Muzzatti & Agnoli, 2007). Even though the number of females in these 
fields is continuously  increasing, many people in society still believe untrue stereotypes (Kane 
& Mertz, 2012). The widespread  nature of these beliefs may cause women to consider other 
lines of work due to the lack of support from their  peers. Stereotype threats have also been a 
tool used to prevent many women from pursuing mathematics  degrees. Women have come a 
long way from representing less than a tenth of the field, but it is unclear  whether they have 
reached the point to close the gender gap (Muzzatti & Agnoli, 2007). The goal of this  literature 
review is to examine if there is still a gender gap in mathematics, specifically in school aged 
children  and young adults.  

There tend to be many stereotypes surrounding gender and mathematics. It is commonly 
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thought that  math and science are male domains where females are unable to succeed. Many 
parents and teachers believe  their female children/students are inferior compared to their 
male peers when it comes to mathematical ability.  This mindset is passed onto their children, 
who may believe boys and girls have equal mathematical abilities,  but male adults are better 
than females in math. In one study, fathers believed their sons had on average a 12- point high-
er IQ level than their daughters (Lindberg et al., 2010). The mothers also believed their sons’ IQs 
to  be higher, but only by six points (Lindberg et al., 2010). Another common stereotype is that 
women tend to  choose fields that focus more on nurturing instead of quantitative skills (Kane 
& Mertz, 2012). While many  people are fighting against these stereotypes with time and money 
to increase the female representation in  mathematics-intensive fields, these efforts can quick-
ly be thwarted. This has caused some to believe it is a  waste of time and resources to include 
more women in the field, since they will often choose a more nurturing  career instead (Kane & 
Mertz, 2012). These stereotypes are shaping certain fields to push women out because  they are 
seen as “incapable” instead of creating a welcoming environment where everyone is invited to  
become a scholar of mathematics.  

Another large factor contributing to the lack of women in mathematics is the theory of 
stereotype  threat. The theory consists of the idea that a situational decrement in a person’s 
performance may occur due to  the awareness that their own ingroup is rated as less skillful 
in the domain they are going to be tested in  (Muzzatti & Agnoli, 2007). This threat model has 
been found to have effects in younger (ages 5-7) and older  girls (ages 11-13) but not necessarily 
in intermediate age girls (ages 8-10) (Muzzatti & Agnoli, 2007). When it  comes to high school 
females, the discrepancy between performance and recognition is quite detectable. These  girls 
will achieve better grades than their male peers in the classroom. However, in Mathematics 
Olympiads,  the girls who compete do not perform as well as the boys. This can be attributed to 
the underrepresentation of  women at these types of events (Muzzatti & Agnoli, 2007). College 
females are also affected by stereotype  threat. Studies have shown that college women under-
perform compared to men in the threat condition. Whenever the threat condition was removed, 
the women performed at an equal level as the men (Lindberg et  al., 2010). Creating a stereotype 
threat for females will indeed impair their mathematical performance.  

Other research explores whether there is a true gap between male and female perfor-
mance in  mathematics. The studies found that in elementary and middle school there was 
little to no difference in  mathematical ability between the two gend ers (Kane & Mertz, 2012; 
Lindberg et al.,2010). It was only in high  school and college where there was a small difference 
between males and females. In these situations, the  males were favored to have higher ability, 
especially in relation to complex problem solving. This difference  can be attributed to the par-
ents’ and teachers’ estimates of their children. If both parties believe the boys to  have a higher 
ability than the girls, this can affect the students greatly causing a difference in ability level.  
However, the findings indicate there is no longer a gender difference in mathematics perfor-
mance (Lindberg et  al., 2010). 

Teacher Perceptions and Mathematics 
Teachers play an important role in students’ success in school. Their perceptions can 

have both  positive and negative effects on students’ perceptions of themselves. Oftentimes 
teachers carry unconscious  biases and perceptions that can be harmful to students when im-
plemented into the classroom and workday  lessons. These biases can have a detrimental effect 
on students and their future success due to a lack of  support. Teachers tend to overestimate 
the mathematical ability of the male students in the classroom and  underestimate the abilities 
of female students. This places the males on a pedestal, giving them more support  for success. 
Overestimation of a student’s abilities can lead to a positive impact on their own beliefs and  
ability level. One focus of this literature review is to investigate how teachers’ perceptions and 
biases impact  both female and male students.  
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The way a teacher interacts with their classroom can have a large impact on their stu-
dents. Thus, it is  important to recognize and understand the different biases and perceptions 
many teachers hold. It is more  common for implicit stereotypes about gender differences in 
mathematics to be present in a classroom than  explicit ones. Gender bias is so socially in-
grained into society it can be a difficult subject to grasp (Riegle Crumb & Humphries, 2012). 
Teachers and parents are the top socializing agents in the construction of these  gender norms 
(Robinson-Cimpian, 2014). Due to these norms, elementary teachers tend to rate the  mathe-
matics skills of the girls lower than the boys, even though the girls will behave and perform in a 
similar  manner to their male counterparts. Teachers often give boys more specific and positive 
feedback due to higher  expectations. This is in part due to the belief that boys have a natural 
gift for excelling in math. In this article,  the teachers attributed female student failure to lack of 
abilities and male student failure to lack of effort  (Robinson-Cimpian, 2014). It was found that 
the only time teachers tend to rate their female students higher  than the boys is in the spring of 
kindergarten (Robinson-Cimpian, 2014). After this period, the male students  are perceived to 
have higher abilities. By understanding the biases teachers hold, one can further examine how  
teachers’ biases impact their students.  

A teacher’s perception of a student is sometimes associated with a negative impact. 
However, there are  many studies indicating that the perception a teacher holds of a student can 
have a positive impact on their  ability level. The student-perceived teacher ability-beliefs can 
be used as a prediction of the student’s  academic achievement (Gniewosz & Watt, 2017). If a 
teacher or parent holds a more optimistic view about a  student’s ability, then the student feels 
supported and is likely to reach a level of competency. Thus, the  overestimation of skill level by 
a teacher can promote students’ intrinsic motivation. This perceived teacher  overestimation of 
ability does not have any predictive power of intrinsic values until the student reaches eighth  
grade. After that point, the more the teacher overestimated the skill level, the more the student’s 
utility and  intrinsic values increased. This was specifically detected during the period between 
eighth and tenth grade. A  study revealed that students are motivated by believing their teachers 
think highly of them and their ability levels (Gniewosz & Watt, 2017). Even if the student did not 
feel strong in their math abilities, the positive  perception from the teacher helped to boost their 
confidence and increase their competency level. However,  the use of overestimation by the 
teacher should be used moderately and not to an excessive amount. If a  student is receiving too 
much pressure from the teacher, it can lead to a negative effect on their skill level.  Thus, teach-
ers must learn how to use their perceptions about a student’s ability to positively create change 
in  the learner.

Capstone

The survey instrument was created with the purpose of identifying any gender bias pres-
ent in preservice  elementary teachers in relation to mathematics. Since the instrument was 
implemented in two different  semesters, the data will be broken down into two groups. The 
first group will include only the Spring 2023  classes of Math 245 and 246. The second group 
will examine both the results from the Spring 2023 and Fall  2023 classes to include a wider 
review and analysis of the data. The results from each question will be further  analyzed for 
both groups. From the research and results, I will develop action steps and recommendations to  
further prevent gender bias in the mathematics classroom. The data will also be used to inform 
how to  implement these steps into my future classroom.  
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Question 1 
The first survey question asked participants to identify their gender. As mentioned in the 

introduction,  I predicted the survey takers would be majority female, with a small percentage 
of male, transgender woman,  transgender man, and nonbinary participants. The results from 
the first round of the surveying indicated there  were 70 participants. Of these 70, 66 indicat-
ed they identify as a female, which is around 94%. Only two  people identified as male, which 
equaled 3%. Nonbinary identifiers also equaled 3%. No one identified as a  transgender woman 
or man. Once the survey was administered again, there were 130 participants. Of those  sur-
vey takers, 124 identified as female, equaling close to 95.5%. There were four males, and the 
number of  non-binary participants stayed the same. The other categories remained uniden-
tified. These results indicated  the majority of elementary education students taking these two 
required courses were females, which coincides  with the fact there are more female teachers 
than males. With there being a high population of women taking  the survey, this could poten-
tially skew the data. A common belief associated with gender bias is that males are  better at 
math than females. However, it is possible that because a majority of the survey takers were 
women  there will not be as strong of a bias towards students of their own gender.

Question 2 
The second question explored student confidence levels. The participants were asked to 

self-identify  their confidence levels when it comes to math. In my previous predictions, there 
were three groups. The first  group included levels 0 and 1, which was predicted to be 25% of 
the population. The second group was the  largest group, predicted with 55% in the 2 or 3 levels. 
The final group was levels 4 and 5, which received a  smaller prediction of 20% of participants. 
The actual data results proved to be quite different. At both the 0  and 5 levels, there were only 
two students, which totaled 3% of participants for each level. Level 1 received  about 8.5% of 
survey takers, with six students. The confidence level of 2 ended up being 20% of the  popu-
lation, with 14 students. The third level received the highest number of students, resulting in 
about 37%.  Level 4 was the second highest identified category with 28.5% of participants.  
After the completion of the second round of surveying, the data changed ever so slightly and 
became  more centralized to the middle. Levels 0, 3, and 5 saw decreases, while levels 1, 2, and 

Table 1 (Spring): Data results from the spring 
2023  administration of Question 1.

Table 2 (Spring and Fall): Data results from 
the spring  and fall 2023 administration of 
Question 1.
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Table 3 (Spring): Data results from the spring 
2023  administration of Question 2.  

Table 4 (Spring and Fall): Data results from 
the spring  and fall 2023 administration of 
Question 2.

4 had slight increases.  Level 0 received five participants, and level 5 saw the second least with 
seven participants. Levels 1 and 2  received around a 1% decrease to 7% and 18.5%, respec-
tively. The largest decrease was in the 4th level, which  went down 4.5% to allow for level 3 to 
increase by that same number. Level 3 ended up with 41.5% of survey  participants, and level 4 
received 24%.  

In the second round of surveying, the data changed slightly towards the middle confi-
dence levels. Level 0  increased from 3% to 4%, while level 1 decreased down to 7%. The levels 
where the most change occurred are  2, 3, and 4. Both levels 2 and 4 saw decreases. 
A possible explanation for the results being higher than predicted is the date of instrument  
administration. The survey was not implemented until the middle of the semester. The students 
had a longer  time to increase their confidence in their math skills, which potentially led to a 
higher level of confidence  reported. The next round of surveying took place at the beginning of 
the semester to see if there were any  differences. The data from the next round did not indicate 
there was much of a difference in confidence level  in relation to the time in the semester it was 
administered. 
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Question 3 
The third question asked participants to identify which type of high school they attended. 

Students  were given the choice of either public or private high school. I predicted a majority 
of the participants to have  attended a public high school, averaging about ⅔ of the target pop-
ulation. This left around ⅓ of survey takers  to have attended a private high school. The results 
from the instrument show a similar response. Around 73%  of the participants attended a 
public high school, and 27% attended a private high school. These results  remained the same 
after the second administration of the survey. This question was examined because both  high 
school settings can provide a different amount of support to students. Oftentimes, students in a 
private  high school may receive more support and individualized attention compared to their 
public-school peers. This  extra support can foster a higher confidence in mathematical abil-
ities. Many students in a public-school setting  will receive that level of attention and support; 
however, it is not as common. Thus, we use these results to  examine whether the public-school 
students or the private school students will have a higher math confidence  level. After fur-
ther investigation, the public-school students had a slightly higher average confidence level of  
2.904. The private school students average was 2.842. 

Table 6 (Spring): Data results from the spring 
2023  administration of Question 3.  

Table 7 (Spring and Fall): Data results from 
the spring  and fall 2023 administration of 
Question 3. 

Question 4 
The fourth question had perhaps the most surprising results. As previously stated, I 

predicted around  half of the participants would most likely choose a male as a working partner. 
The next highest chosen gender  was predicted to be a female. In actuality, the highest picked 
gender for a working partner was a female. There  were over 59 students who chose this gen-
der, equivalent to about 84%. The next highest picked gender was a  male, which received about 
14% of participant votes. The transgender woman, transgender man, and non binary all re-
ceived zero votes. Only one participant chose not to respond, equating to about 2%. The second  
round of surveying produced similar results. The female working partner received 85% of par-
ticipant votes,  the male working partner stayed at 14%, and those who preferred not to respond 
decreased down to 0.78%.  

This response was shocking due to the widely accepted gender norms for males and 
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Table 8 (Spring) : Data results from the spring 
2023  administration of Question 4. 

Table 9 (Spring and Fall): Data results from 
the spring  and fall 2023 administration of 
Question 4.  

females. One  would expect the male working partner option to be the most widely chosen due 
to the common belief that  men are inherently better at math. There are two possible explana-
tions for this type of response. The first  would be due to the fact there were only four students 
who did not identify as a woman. With a class full of  females, the students may have felt more 
comfortable and confident in choosing a female for a working  partner. The other possibility is 
that the population sampled does not have as strong of a gender bias relating to  mathematics. 
If their bias is not as strong, then they are more accepting of all genders in math compared to  
those who believe math is a male-dominated field. The continuation of this survey in the Fall 
2023 semester indicated that gender bias is present, so the second explanation is not as feasi-
ble. The results, however, are  likely to have been influenced by the high population of females in 
this major.  

Question 5
The purpose of the fifth question was to investigate which characteristic most impacts 

the decision  when selecting a working partner for a graded question. The math confidence 
score is a known variable, but is  also used as a characteristic. The prediction was the math 
confidence score would be the highest chosen  characteristic. The second highest was gender, 
and the other three categories: Sexual orientation, Public vs.  Private education, and others were 
predicted to make up the smallest percentage. The results proved to be quite  similar to the pre-
dictions. The math confidence score was the highest chosen characteristic with 61 participants  
or an 87% selection rate. Gender was the second rated characteristic with 11.5% of students 
choosing it. One  student selected other and indicated they would pick based upon math grades. 
The sexual orientation and  public vs. private education characteristics were not chosen in the 
first survey administration. After the second  round of surveying, the data remained consistent. 
Eighty-seven percent of survey respondents chose math  confidence score, 11% chose gender, 
1.5% specified other, and .78% chose sexual orientation.  

This indicates the students are the most confident with a working partner who has a high 
level of math  confidence. If the partner does not feel confident in their abilities to complete the 
problem, the student is not  likely to select them due to it being graded. Students also found 
gender to be an important characteristic as  well. The gender of the working partner might help 
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the students to feel more comfortable expressing their  ideas and opinions. Thus, this question 
indicates students need to either feel comfortable to solve a graded  problem or have someone 
else who is confident in their abilities. 

Table 10 (Spring): Data results from the 
Spring 2023  administration of Question 5.  

Table 11 (Spring and Fall): Data results from 
the Spring  and Fall 2023 administration of 
Question 5.  

Question 3 
The final question of the survey examined who a student will choose for a working part-

ner when the  math problem is ungraded. When the last question was posed as a graded prob-
lem most participants chose a  working partner based upon confidence score. The prediction 
for the ungraded problem was most participants  would switch from math confidence score to 
gender as the most important characteristic. I predicted a majority  would select gender and the 
next highest selection would be math confidence score. The actual results for the  first round 
of survey administration proved to be very similar to the predictions. Gender was the highest  
selected characteristic with a 51.5% selection rate. The second highest characteristic was math 
confidence  score and it was chosen 39% of the time. Public vs. private education and the other 
categories were both  chosen by 3 people each, totaling to a combined 8%. Only 1 participant 
chose sexual orientation as the most  important characteristic. When the survey was readminis-
tered, the results remained similar to the results from  the first administration. The gender de-
creased to 47.5%, and the math confidence score saw a slight increase to  45%. The other three 
categories make up the remaining 7.5% of respondents.  

From this big switch between math confidence score and gender we can see how prev-
alent gender is in  mathematics. When students know they are going to be graded they tend 
to choose a working partner that will  help them succeed. However, when the stakes are taken 
away the participants choose working partners of the  gender they feel most comfortable with. 
The results of this question paired with the results from question four  are a large indicator of 
the level of gender bias in mathematics the group holds. A majority of the students in  question 
four chose to work with a female partner. This shows there is still a higher level of gender bias 
in this  group. The participants believe they can achieve an ungraded problem when choosing 
a working partner based  upon gender. However, they do not feel as confident in choosing the 
same characteristic when the problem is  graded. While the students chose female working 
partners in the fourth question, they still hold a form of  gender bias which can be easily seen by 
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Table 12 (Spring): Data results from the 
Spring 2023  administration of Question 6. 

Table 12(Spring and Fall): Data results from 
the Spring  and Fall 2023 administration of 
Question 6.  

Recommendations 

The research gathered from this case study has led me to develop three action steps and  
recommendations I plan to implement in my future classroom. The first of these ideas is to 
provide positive  role models for all students. It is important for students to see someone who 
looks like them as a role model. If  there are only white male mathematicians being displayed in 
the classroom, the students who do not identify as  such will feel discouraged from becoming a 
mathematician. There needs to be an equal representation of role  models both widely diverse 
in race and gender. All students deserve to have a role model who they can  identify with. 

The second recommendation is to incorporate more encouragement in the classroom. In 
math the boys  tend to get more praise than the rest of their classmates. This excess of encour-
agement often leads to the  females feeling like they do not belong or cannot succeed in math. 
Thus, it is important that all students  receive praise and encouragement throughout the entire-
ty of the learning process. When students are all getting  an equal amount of encouragement 
then they all feel they are worthy of succeeding in mathematics. I want to  ensure the students 
are getting the amount of support they need to build their confidence and mathematical  skills.  
The final action step I have developed is to use learning materials that are equitable for all stu-
dents.  This means examining the curriculum and other resources in order to provide examples 
of both boys and girls.  The materials will need to portray all genders as being skilled in math-
ematics, not one being better than  another. This also goes to the use of examples that reach all 
genders of the students. Only having examples  about trucks and sports can be discouraging for 
students who are not interested in these topics. Thus, the  examples need to have a wide variety 
of interests to get the students excited about math. By implementing  these three steps into my 
classroom, I believe I can significantly reduce the amount of gender bias present.  While it will 
take more steps than just these three, I am committed to trying many different recommenda-
tions  to achieve a classroom with little to no gender bias.  

After inspection, the survey instrument yielded slightly different results than predicted. 

the switch in responses for this question. 
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There was a  greater number of female participants than expected, which potentially could have 
caused most students to  choose a female partner in the fourth question. The confidence levels 
of the students were significantly higher  than the predicted average of 2. The instrument also 
revealed a level of gender bias the participants as a whole  hold. When a question is graded, stu-
dents feel more confident in a partner with a higher math confidence level. 

However, when the question is no longer graded the students choose a partner based 
upon gender. From these  results, I have developed action steps to help prevent gender bias in 
my own classroom. Through more  encouragement and fair learning materials and role models 
for all genders, I believe I can reduce the amount of  gender bias students are exposed to in the 
math classroom. In combination with the action steps, this  instrument can be used in the fu-
ture to assess the success of the action steps on eliminating gender bias in  mathematics.  

Conclusion 

Through this research I have examined different aspects of gender, math confidence lev-
els, and bias in  the mathematics classroom. There are two questions that help narrow the field 
of research:first, how does  gender play a role in the math confidence levels of students? The 
second research question examines whether  preservice elementary teachers hold some form 
of gender bias in relation to mathematics. The results showed  that for pre-service elementary 
teachers, they value mathematical confidence, and that gender plays a large role  when work-
ing with partners in a math classroom. There still appears to be some form of gender bias held 
by  preservice teachers, even though a majority of them are females. The data also showed that 
gender is not the  only factor in the development of math confidence scores. Where a student 
attended school and the amount of  encouragement and support they received also made an im-
pact on the level. This research is important because  gender bias is constantly pushing females 
out of STEM fields and into areas they are less passionate about.  Everyone deserves to have the 
opportunity to pursue a career in whatever field they so choose, not what is  traditionally male- 
or female-dominated.  

There are a few main points that have impacted the way I have thought about and ap-
proached gender  bias in mathematics. The first of these being confidence levels begin to drop 
in the fifth grade for female  students. By the time they reach ninth grade, confidence levels can 
be used as a predictor of student  performance. Gender bias is introduced at a young age not 
only in schools but also in individual households.  Previous research indicated fathers believe 
their sons to have an IQ 12 points higher than their daughters and  mothers believe their sons 
to have an IQ 6 points higher. Not only can parent beliefs and perceptions affect  their children, 
teachers have a large impact on performance. A teacher’s perception of a student’s  mathemat-
ical ability is one of the biggest predictors of future grades and performance. The last two key 
points  came from the capstone portion of the research. The most surprising results indicated 
the participants felt more  comfortable with a female partner than a male partner. This was 
surprising due to the fact the predictions were  in favor of the males due to the traditional form 
of gender bias present. The participants showed their gender  bias in the later questions. When 
choosing a partner for a graded question, math confidence level was the most  important char-
acteristic. However, when the question was ungraded, they trusted their female partners more.  
All of these key points have shown that gender bias can be present in many different aspects, 
not just the  typical avenues. Thus, it is important to be hyper-aware of where gender bias may 
be present in the classroom.  

The results uncovered throughout the project are relevant and useful for all teachers, not 
just math or  elementary teachers. It was discovered that gender bias is present in many dif-
ferent ways. The bias can be seen  and modeled by parents, teachers, other students, and also 
in the way students are partnered up. The research  also helped to remind teachers the impor-
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tance of surveying students about their likes and dislikes so that  students feel comfortable in 
the classroom, especially in relation to group work. The capstone project revealed  that students 
prefer to be partnered up with another student of the same gender. However, the occasional 
coed  groups can be beneficial to students. While my research has provided new insight on the 
topic, there is always  further research to be done. An idea for future research would be to exam-
ine the most effective methods to  combat gender bias in the classroom. This research would be 
a much more extensive process due to the nature  of it. However, it would provide educators with 
valuable insight on how to eliminate gender bias in the  classroom. Another possible avenue for 
more research would be to examine if students tend to endure more gender bias in a public or 
private school setting. The goal of not only this research but also future research is to  pinpoint 
where gender bias is occurring and develop steps and methods to eventually eliminate it from 
schools.  

My high school experience has been the catalyst for this entire research process. The sup-
port I  received from all my teachers and peers at Nerinx has led me to take an interest in gender 
equality. Many  students are not lucky enough to receive constant encouragement from their 
teachers to pursue an education in  a STEM field. Thus, I took an interest in discovering where 
gender bias is present in the math classroom and  how to combat it. I believe this capstone en-
compasses my mission to create a positive learning environment  where all students are able 
to reach their full potential. However, until everyone examines the biases they hold,  the cycle 
of gender bias in mathematics will continue. Our teachers must receive specialized training to 
be  more inclusive of all students and provide them with a safe learning environment. The math 
field needs to be  rebranded as an inclusive space for anyone wanting to further their mathemat-
ical knowledge. Because the  math itself is not biased, it is our duty to work to eliminate all the 
bias we have allowed to build up around the  teaching and learning of mathematics.
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ABSTRACT
Antiretroviral therapy (ART) has significantly improved the clinical outcomes of patients infect-
ed with  human immunodeficiency virus (HIV). However, long-term use of certain antiretroviral 
drugs has been  associated with renal mitochondrial toxicity (MtT), leading to potentially severe 
renal dysfunction. To  date, there is no available test for renal MtT. Urine-derived stem cells 
(USCs) have emerged as a valuable  non-invasive tool for studying renal pathology. In this study, 
we examine the effects of antiretroviral  drugs on mitochondrial function in USCs from HIV pa-
tients as a first step towards establishing USCs as a  tool for renal mitochondrial toxicity testing. 
USCs were isolated from urine samples of adult HIV patients  taking ART drugs and compared 
to an age-matched (30 years old) healthy donor as a control. No changes  in cell morphology and 
cell proliferation were found at passage 3; however, mitochondrial DNA levels  were significantly 
decreased, while superoxide dismutase-2 (SOD2), cytochrome P450 2E1 (CYP2E1),  caspase-3, 
and kidney injury molecule-1 (KIM-1) levels were significantly increased in HIV patient USCs  
compared to control. Thus, USCs from HIV patients exhibit decreased mitochondrial function, 
excessive  oxidative stress conditions, increased apoptosis and acute kidney injury markers, all 
indicating renal  mitochondrial dysfunction. These findings highlight the potential of urine-de-
rived stem cells as a  promising platform for non-invasive monitoring of renal mitochondrial 
toxicity in HIV patients  undergoing antiretroviral therapy. 

Urine-Derived Stem Cells Detect Renal Mitochondrial Toxicity 
in HIV Patients Receiving  Antiretroviral Therapy

Daniella Beiner1,2, Yu Pengfei2, Hainan Zhu2, Carol C. Bosholm2 
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Introduction 

Nearly 28.7 million people receive antiretroviral therapy (ART) worldwide (UNAIDS, n.d.). 
ART  has significantly reduced HIV-related morbidity and mortality; however, as the life expec-
tancy of HIV+  individuals has increased, the long-term safety of ART has gained increasing 
attention. Long-term use of  antiretroviral drugs often induces mitochondrial toxicity (MtT), 
leading to injury of various organs,  particularly the kidney. Currently, there is no available as-
sessment to test for renal MtT (Ding, 2022).  Urine-derived stem cells (USCs), mitochondria-rich 
progenitor cells in the kidney, may provide indication  of renal conditions and hold promise for 
detecting early signs of mitochondrial toxicity. They may also act as a model to better under-
stand the role of mitochondrial dysfunction in HIV patients undergoing  antiretroviral therapy. 
USCs represent an advantageous cell source due to their simple, non-invasive, low cost collec-
tion, abundant supply, and easy isolation without the use of tissue digestive enzymes (Bento,  
2020). In addition, the use of autologous USCs from individual patients opens the door to poten-
tial  precision medicine applications.  

Our objective is to determine the effects of antiretroviral drugs on mitochondrial func-
tion in HIV  patients’ urine-derived stem cells as a first step to establish USCs as a biomarker for 
ART-induced  mitochondrial toxicity. We examine mitochondrial conditions by assessing cell 
morphology and  proliferation, as well as mitochondrial DNA, superoxide dismutase-2 (SOD2), 
cytochrome P450 2E1  (CYP2E1), caspase-3 and kidney injury molecule-1 (KIM-1) levels. SOD2 
is a mitochondrial protein that  catalyzes the dismutation of O2•− (superoxide radical anion), 
produced by the electron transport chain, to  H2O2 with production of oxygen, thus playing 
a major role in mitochondrial ROS (reactive oxygen  species) detoxification (Infantino, 2022). 
CYP2E1 is an enzyme that plays a role in drug metabolism and  ROS production (Linhart, 2014), 
and caspase-3 is a protease essential for typical hallmark processes of  apoptosis such as apop-
totic chromatin condensation and DNA fragmentation (Porter, 1999). Thus,  elevated levels of 
these molecules are an indication of increased oxidative stress conditions and apoptosis
in the kidney. KIM-1 is a transmembrane glycoprotein that is normally only minimally ex-
pressed in renal tissue but is upregulated in response to nephrotoxic acute kidney injury (Mag-
shaw, 2009) and therefore  used as a biomarker for nephrotoxicity.  

Materials & Methods 

Urine samples were collected from adult HIV patients on prolonged ART and an age-
matched (30  years old) healthy donor as control. USC samples were then isolated using stan-
dardized protocols including centrifugation of urine samples to sediment cells, antibacterial 
wash of pellets to avoid  contamination and seeding cells onto normal culture plates without 
special substrates (Manaph, 2018).  Cell samples were then characterized at passage 3 based on 
cell morphology using a light microscope and  cell proliferation using a Countess3 automated 
cell counter.  

USCs from HIV patients undergoing ART (HIV-USCs) and healthy USCs (control-USCs) 
were then  further cultured to passage 5, when mitochondrial mass and superoxide dismutase 2 
(SOD2) levels were  analyzed by fluorescence assays. DAPI, a DNA stain that exhibits blue fluo-
rescence upon binding to AT rich regions of dsDNA and is excited by violet (405nm) laser (Ther-
mo Fisher, n.d.), was used to detect  nuclear counterstain and determine the number of nuclei 
in order to assess gross cell count. MitoTracker  Green is a mitochondrial-selective fluorescent 
dye that accumulates in the mitochondrial matrix, allowing  for visualization of mitochondria in 
live cells (Chazotte, 2011). MitoTracker was used concurrently with  DAPI staining to assess mi-
tochondrial mass while accounting for the differences in cell count per image.  We also analyzed 
gene expression by quantitative real-time polymerase chain reaction (qRT-PCR) and  protein 
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expression by Western blot. Statistical significance of results was assessed using a two-tailed 
test.

Results 

There were no observable differences in cell morphology and mitochondrial mass between HIV-
USCs  and control-USCs (Figure 1).  

Figure 1: Cell morphology and mitochondrial mass of control-USCs (left) and HIV-USCs (right). 
A) USCs at p1,  day 2, 20X magnification. B). Mito-Tracker mitochondrial staining (green) and
DAPI nuclei staining (blue).

Superoxide dismutase-2 (SOD2) levels were significantly increased in HIV-USCs (Figure 2).

Figure 2: SOD2 expression in HIV-USCs (right) vs. control-USCs (left). SOD2 (red) and DAPI nu-
clei staining (blue).

Mitochondrial DNA levels were significantly decreased in HIV-USCs compared to control-USCs 
(p<0.01) (Figure 3).

Figure 3: mtDNA levels in HIV-USCs vs. control-USCs assessed by RT-PCR.

HIV-USCs exhibited significantly higher cytochrome P450 2E1 (CYP2E1) levels (p<0.01) and ele-
vated caspase-3 levels (p<0.05) compared to control-USCs (Figure 4).
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Figure 4: SOD2, caspase 3 and CYP2E1 expression of USCs assessed by western blot. Note: con-
trol-USC gene  expression is normalized.  

KIM1 expression was significantly higher in HIV-USCs compared to control-USCs (p<0.05) (Fig-
ure 5).

Figure 5: Kidney injury molecule-1 (KIM1) expression of USCs assessed by western blot. 

Conclusion 

Urine-derived stem cells from HIV patients exhibited decreased mitochondrial DNA 
levels,  indicating reduced mitochondrial function. The elevated levels of SOD2, CYP2E1, and 
caspase-3 demonstrate excessive oxidative stress conditions and apoptosis, while the increase 
in KIM1 levels reveal  signs of nephrotoxicity. Collectively, these results signal substantial renal 
mitochondrial dysfunction. This research demonstrates the potential of USCs as a platform for 
non-invasive monitoring of renal  mitochondrial toxicity in HIV patients undergoing antiretro-
viral therapy. Early detection of mitochondrial  dysfunction may provide valuable insights into 
the pathogenesis of antiretroviral drug-induced kidney  injury, allowing for timely intervention 
and improved patient management. In addition, USCs may serve  as a valuable in-vitro model to 
investigate the underlying mechanisms of renal mitochondrial toxicity and  aid in the develop-
ment of safer antiretroviral regimens. While these initial findings are promising, larger  studies 
with diverse patient populations and longer follow-up periods are warranted to validate the 
utility  of USCs as a reliable biomarker for detecting renal mitochondrial toxicity in HIV patients 
receiving ART.  Nevertheless, this research opens new possibilities for personalized medicine 
approaches and could lead  to the development of novel strategies to mitigate renal side effects 
associated with antiretroviral therapy,  thereby improving the overall quality of life of HIV-in-
fected individuals. 
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ABSTRACT 
This paper examines the effectiveness of United States Army Security Force Assistance 
Brigades  (SFABs) in training and advising partner militaries while preserving conventional 
force readiness. A  shortage of volunteers, the manpower demands of embedded security, and 
lack of a Congressional  funding authority have made SFABs and the conventional force less 
ready for operations. These challenges will be analyzed through the lens of institutional theory 
to identify systemic threats to the  viability of SFABs. This paper posits that an advisor career 
field should be created in response to an  institutional aversion to non-combat roles. Further, 
the Army should eliminate or shrink the embedded  forces providing security for SFABs, 
reducing their impact on conventional force readiness. Finally, a  clear SFAB funding authority 
should be created to allow faster and more flexible spending. SFABs could  be the Army’s 
long-sought tool to develop partner militaries, but only with intentional policy change. 

Building a Better Security Force Assistance Brigade 

William Bittner 
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Building a Better SFAB 

In 2014, fighters of the Islamic State invaded Iraq, sweeping as far as the outskirts of 
the capital  city of Baghdad (Malsin, n.d.). Four American-trained Iraqi divisions collapsed in 
the face of the much  smaller jihadist force, leading the United States to intervene again in the 
country despite having spent the  last eleven years building an Iraqi military that, it was hoped, 
could stand on its own (Levy & Yusuf,  2021). Stung by this costly failure, the United States Army 
created the first Security Force Assistance  Brigades (SFABs) in the hope of developing an expert 
corps of Security Force Assistance (SFA)  professionals. 

These units, specialized in training and advising partner militaries, have shown potential 
in  deployments around the world, but they face continuing challenges. The first SFAB sent to 
Afghanistan  offered $5,000 bonuses to volunteers but was still being staffed right up to deploy-
ment (SIGAR, 2019).  Only one in three soldiers remained in this SFAB after completing their 
tours (CRS, 2020). Further,  embedding security teams in the first two SFABs sent to Afghan-
istan left an entire brigade combat team,  the Army’s basic deployable force for conventional 
warfare, understrength (Anderson, 2022).  Additionally, as there is no Congressional authority 
designed to fund SFABs, their activities and  responsiveness are severely restricted by reliance 
on funds with requirements incompatible with effective  SFA. For example, a 2020 reinterpre-
tation of funding rules led to 60% of SFAB activities in Africa being  canceled for the 2021 fiscal 
year (Probst, 2022). 

The purpose of this paper is to identify challenges facing the Army’s six SFABs – man-
power  shortages, negative impact on conventional force readiness, and inflexible funding – as 
well as offer  policy alternatives to address them. This will be done through the lens of institu-
tional theory, emphasizing  the role of the Army’s structure and culture in understanding policy 
challenges. This paper will first  provide an overview of recent SFA challenges and the role of 
SFABs in addressing them. Second, it will  analyze the effectiveness of SFABs. Third, it will ex-
amine policy alternatives to improve SFAB  effectiveness. Finally, this paper will provide policy 
recommendations to ensure that SFABs can better  support America’s strategic objectives. 

Background of American Security Force Assistance Policy 

The United States military defines “Security Force Assistance” (SFA) as “unified action to 
generate, employ, and sustain local, host nation or regional security forces in support of a legit-
imate authority” by “organizing, training, equipping, and advising” partners (CRS, 2023, para. 
1). SFA spans a  range of activities, from teaching foreign soldiers how to use American weap-
ons to standing up entirely  new militaries in failed states. In Iraq and Afghanistan, where the 
U.S. built new militaries largely from  scratch, the U.S. Army used regular soldiers and reserv-
ists with little pedagogical knowledge to train  partner nation conventional forces while Army 
Special Forces, experts in SFA, trained elite units (CRS,  2023). The result was unmotivated and 
underprepared partner militaries, with the rare exception of units  trained by Special Forces 
(Matisek & Commons, 2021). By 2015, the U.S. had trained 350,000 Afghan  and 625,000 Iraqi 
security force members (Anderson, 2022), none of whom could compete with the  Taliban or the 
Islamic State in conventional battle.  

The pitiful results were in large part due to poor SFA practices. Advisors were pulled from  
conventional units, received limited training, and were withdrawn before they could master the  
environment or develop relationships with host nation counterparts (Matisek, 2018). These de-
ployments  impacted American readiness by leaving brigade combat teams (BCTs) without their 
senior officers and  non-commissioned officers (whose experience made them ideal choices to 
serve as advisors), a serious  liability as the United States pivoted towards preparing for great 
power conflict (CRS, 2023). 
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To professionalize SFA and preserve BCT readiness, the Army developed the Security 
Force  Assistance Brigades (SFAB) (SIGAR, 2019). These 816-person teams are composed of 
experienced  volunteers who undergo fifty-four days of cultural and advising training (Ander-
son, 2022) and serve  multi-year terms (CRS, 2023). Five of the six SFABs are aligned with a 
geographic Combatant  Command, allowing advisors to develop understanding of and relation-
ships with partner security forces  by serving in the same region for several years (Anderson, 
2022). The inaugural deployment of the  SFABs came in 2018, when 1st SFAB began training 
and advising the Afghan National Army (GAO,  2018). Since then, SFABs have deployed to areas 
of national security interest across the globe, including  Ukraine prior to Russia’s 2022 invasion 
(Eversden, 2022). 

Current State of SFAB: New Opportunities and Persistent Challenges 

Security Force Assistance Brigades (SFABs) have engaged with fifty-four countries as of 
2022  (McEnany, 2022), with promising results. Afghan National Army (ANA) units partnered 
with 1st and 2nd  SFAB saw a “marked increase in morale and enthusiasm” (Pelham, 2022, p. 
45). In 2018, there was a  two- to three-fold increase in the number of ANA-led offensive oper-
ations in areas where 1st SFAB was  deployed (SIGAR, 2019). Such progress was due in large 
part to the greater training and enthusiasm of  soldiers serving in SFABs compared to previous 
advisors (Joyce et al., 2021). 

SFABs, however, have faced several challenges rooted in the structure and culture of the 
Army.  First, recruiting and retaining advising talent is difficult because SFABs are not viewed 
as career advancing assignments (Matisek & Reno, 2019). The Army’s emphasis on conven-
tional combat means  that advancement is easiest for those with leadership experience in units 
such as brigade combat teams  (BCTs) (Metz, 2023). As such, many officers and non-commis-
sioned officers (NCOs) “feel that being an  advisor hurts their career [and] diminishes prospects 
for promotion” and may not volunteer even if their  skills and interests align with service in an 
SFAB (Payne & Osburg, 2013, p. 16). This is evidenced by the  experiences of both 1st and 2nd 
SFAB, which barely met their manpower requirements before deploying  to Afghanistan despite 
offering $5,000 bonuses to volunteers (SIGAR, 2019). After finishing its first  deployment, only 
thirty percent of 1st SFAB agreed to a second tour with the brigade (CRS, 2020). Late  entry and 
high turnover limits training and cohesion-building, which reduces effectiveness. 

Second, providing SFABs with embedded security negatively impacts conventional force  
readiness. A culture of risk aversion within the Army – minimizing casualties is both a com-
mander’s responsibility and vital to their career – has led combat units to be pulled from their 
BCTs and reassigned  to protect SFABs. In Afghanistan, each SFAB was protected by an infan-
try battalion from the 32nd  Infantry Brigade Combat Team, leaving that BCT severely under-
strength. This occurs to a lesser extent  even in more permissive theaters such as Africa, and, 
as regional and global instability spreads, demands  on the conventional force to protect SFABs 
will continue to grow (Anderson, 2022). 

Third, SFABs lack a dedicated funding authority. Outside conflict zones with designated 
funding  (such as Afghanistan prior to 2021), SFABs must draw on money from Title 10, Sec-
tions 321 and 333 to  fund their activities. Section 321 provides funds for training with foreign 
partners to develop American capabilities, which SFABs can only employ on the grounds that 
SFA develops both American and partner  skills. However, requests must be approved by Con-
gress and cannot be easily repurposed to meet  changing needs. Section 333 provides more 
flexible funds for partner capacity-building, but each request  to Congress takes two to three 
months before funds are dispersed. Additionally, since fiscal year 2021, the  Department of De-
fense no longer allows unused Section 333 funds to roll over from year to year. As a  result, the 
Southern European Task Force–Africa was forced to cut sixty percent of its SFAB activities in  
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fiscal year 2021. Unable to rely on the consistent and timely funding needed to plan and carry 
out  advising activities, SFABs are regularly pushed into “a cyclical, self-induced, functional 
separation from  their partners” (Probst, 2022, p. 84). 

Policy Alternatives 

Create an Advisor Career Path 
	 Creating an Advisor Functional Area (a career path for officers with niche skills) and a 
Military  Occupational Specialty (MOS) for non-commissioned officers (NCOs) would allow for 
professional  advancement within the advising field, providing time to master the craft and 
build relationships with  partners without harming one’s career (Tishman, 2020). Within this 
community, promotion boards would  judge advisors based on their experience and success 
advising partner nations rather than the traditional  command and education opportunities 
they may have missed out on. New professional development  programs would be provided to 
advisors, and tours in the SFABs would no longer be limited to three-year  broadening assign-
ments. Such three-year assignments could still be offered as a way for soldiers to try out  advis-
ing before making a commitment. Even experienced advisors could be allowed to return to their  
original career field with the skills they have gained training and mentoring foreign partners, 
ensuring that  SFABs and the conventional force complement rather than compete for motivat-
ed, knowledgeable  soldiers. 
Employ SFABs With Less Embedded Security 
	 An excessive security presence within SFABs reduces conventional force readiness. 
Accepting a  higher degree of risk by deploying SFABs without embedded security teams in all 
but the least  permissive environments would reduce manpower demand, as well as allow more 
organic interaction with  partners. Expanding combat and survival training for SFAB soldiers 
would partially mitigate the risks of  reduced security (Anderson, 2022). It should be noted, 
however, that making advisors responsible for  their own security could increase workload, and 
additional combat and survival training could slow the  production of new advisors. 
Create a Dedicated SFAB Funding Authority 
	 Lack of a dedicated funding authority has forced SFABs to seek funding from Congres-
sional  authorities not tailored to their needs, reducing mission flexibility, predictability, and 
speed. Congress  could instead create a funding authority specifically for SFAB exercises, train-
ing programs, and other  engagements with foreign partners, with rapid dispersal of funds and 
flexible guidelines that allow SFAB activities to be modified to meet changing partner needs. 
Requiring quarterly reports to Congress could  allow accountability to be maintained (Probst, 
2022). 

Recommendations and Conclusions 

	 If Security Force Assistance Brigades (SFABs) are to become the flexible and professional  
advising forces they were designed to be, Congress and the Department of Defense must make 
service in  SFABs more desirable, reduce embedded security, and provide a funding source 
tailored to the needs of  SFABs. The Department of Defense should create an Advisor Function-
al Area and Military Occupational  Specialty (MOS), and SFAB doctrine and training should be 
modified to allow SFABs to be security self sufficient. Additionally, Congress should create a sin-
gle funding authority for SFABs to spend training  and advising host nation partners. The merits 
of these policies are demonstrated through the evaluative  criteria of effectiveness, efficiency, 
and political feasibility, as defined by Michael Kraft and Scott  Furlong (2021). 
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Effectiveness 
Creating an Advisor Functional Area and MOS would make SFABs more effective by  en-

couraging talented officers and non-commissioned officers to become advisors and remain long 
enough  to become experts. In addition to knowledge of the art of advising, long-term advisors 
can form stronger  relationships with partners and better understand their languages and cul-
tures. In the words of Staff  Sergeant Richard Kennedy, an SFAB Medical Advisor who deployed 
repeatedly to Mongolia, “[My]  previous time in Mongolia helped me to grasp the cultural and 
army differences better, allowing me to  communicate, instruct, and create relationships more 
effectively” (Leasure, 2023, para. 8). By promoting  expertise and U.S.-host nation relationships, 
creating an advisor career path would make SFABs more  effective at building and supporting 
partner forces. 

Employing SFABs with smaller or no embedded security teams would increase conven-
tional  force readiness by freeing up soldiers for service with their brigade combat teams. In 
addition, a greater  degree of shared risk would allow closer bonds with partner security forces. 
This was observed in the  Vietnam War, when American advisors often worked in small groups 
with South Vietnamese forces,  sharing risks and hardships. These advisors could then earn the 
respect of their partners and better  understand their responsibilities, which were assets then 
leveraged to build effective units in a generally  ineffective South Vietnamese military (Ander-
son, 2022). Thus, besides its benefits to conventional force  readiness, reducing embedded 
security and sharing partner risk would make for more effective advising. 

Creating a dedicated SFAB funding authority will improve SFAB effectiveness by increas-
ing the  speed and flexibility of funding, both of which are vital to engaging consistently with 
partners. When the  State Partnership Program, a National Guard SFA effort that initially lacked 
a funding authority as well,  first received a line-item appropriation of $1 million, it was able to 
launch the innovative GUARDEX and  Minuteman Fellowship programs to train foreign soldiers 
in the US and create exchanges for non-military  officials, respectively (Howard, 2004). A ded-
icated source of funding that similarly allows the  comparatively better–trained and more fo-
cused SFABs to pursue adaptive and innovative engagements  with partners could enable even 
greater successes. 
Efficiency 

Making SFABs more effective increases the efficiency of American defense policy, as it 
allows  the United States to work through partners to prevent or prevail in armed conflicts with-
out direct US  involvement (JCS, 2017). In Ukraine, for example, American training has helped 
Ukrainian troops  seriously damage a peer competitor of the United States (McEnany, 2022). 
Creating an Advisor Functional Area and Military Occupational Specialty to make advising more 
effective would thus also  contribute to efficiency. 

Employing SFABs with smaller or no embedded security teams would allow for more 
efficient  use of manpower. By shifting soldiers from security duty, the Army could increase its 
conventional force  strength without increasing its end strength. Such a change could free up 
as many as two Brigade Combat  Teams, assuming the ratio of one battalion per SFAB seen in 
Afghanistan (Anderson, 2022). This would  save the Army the tremendous expenses of train-
ing and maintaining additional soldiers, especially in an  unfavorable recruiting environment, 
while maintaining a meaningful global presence. Reducing  embedded security would allow for 
more efficient use of limited personnel and reduced personnel costs. 

Creating a dedicated SFAB funding authority would further increase efficiency. A single 
source  of funding with uniform reporting requirements could simplify oversight, preventing 
waste (CRS, 2011).  Additionally, manpower could be saved by removing the administrative 
chore of identifying, requesting,  and tracking funds from funding authorities not designed with 
the unique challenges of advising in mind.  A new funding authority would thus promote effi-
cient use of both money and manpower. 
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Political Feasibility 
	 Creating an Advisor Functional Area and MOS that give advisors more opportunities for  
advancement may be difficult due to the Army’s emphasis on conventional operations and the 
resulting  pushback both in the internal politics of the Department of Defense and the politics 
of its congressional  allies. In the words of a Special Forces chief warrant officer, “The Army 
mindset is dead set on maneuver  warfare and tank warfare, and it is not certain [that the Army] 
can make a genuine switch to…advising”  (Payne & Osburg, 2013, p. 16). However, public and 
political leaders may favor investing in relatively  low-cost improvements to SFA rather than the 
costly conventional capabilities needed to win wars should  SFA fail. As such, creating an advi-
sor career path would likely be politically feasible. 
	 Employing SFABs with less embedded security may be politically challenging due to 
the Army’s  institutional culture of risk aversion. Any policy which raises the risk of casualties 
threatens the careers of  military leaders and may be unpalatable to a casualty-averse American 
public. Special Forces teams,  however, have long carried out SFA missions with no embedded 
security (Anderson, 2022). Thus,  providing additional combat and survival training to SFAB 
advisors, like what Special Forces receive,  could make reduced embedded security politically 
feasible. 
	 A dedicated SFAB funding authority will likely not be politically controversial. It would 
not  necessarily be more expensive, as funds currently used for SFABs could simply be moved 
from other  authorities. The fact that a dedicated authority would allow for increased Congres-
sional oversight may  likewise make it acceptable to Congress, and the promise of greater gov-
ernmental efficiency is generally  popular with conservative and liberal voters alike. 

Conclusions

	 The United States military has struggled for decades to effectively organize, train, equip, 
and  advise partner nation security forces. Even the Security Force Assistance Brigade created 
in response to  security force assistance failures in Iraq and Afghanistan has many weaknesses. 
The view of service in  SFABs as a “career killer” means qualified volunteers are in short supply. 
The need for embedded  security draws manpower away from the conventional force, reducing 
readiness. Without a dedicated  funding authority, the speed and flexibility of SFAB spending 
is limited. These problems can be  addressed by creating an Advisor Functional Area and Mili-
tary Occupational Specialty, replacing  embedded security with increased combat and survival 
training, and creating a dedicated SFAB funding  authority. All policy alternatives, however, will 
struggle to overcome the US Army’s institutional aversions to risk and non-conventional war-
fare. Further research should be directed towards the  effectiveness of SFABs in training and 
advising partner forces in recent permissive theaters such as  Africa and South America, as 
SFABs remain understudied outside of the most challenging conflicts in the  Middle East.   	
	 SFABs have great potential to provide better security force assistance, a task which will 
remain  relevant for the foreseeable future. In the words of former Chairman of the Joint Chiefs 
of Staff Mark  Milley, “We are training, advising, and assisting indigenous armies all over the 
world, and I expect that  will increase and not decrease” (Kauffman, 2018). Only with inten-
tional policy change can the SFAB  take its much-needed place as an effective tool of American 
defense policy.  
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Bothrocophias microphthalmus, one of the specimens processed in this study
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The world is undergoing a biodiversity crisis in which hundreds of species have gone extinct  
within the last few centuries, rivaling previous mass extinction events that have only occurred 
five times  in the history of the planet. Anthropogenic stressors such as the climate crisis, over 
exploitation of natural  resources, deforestation, and pollution have created and fostered a mass 
extinction event that is taking  place in every corner of the planet. Endemic species, those that 
are hyper-specialized to specific  environmental conditions are most at risk of going extinct. 
Endemism, therefore, is used as a tool for  conservation and as an indicator of which areas of 
land should be prioritized to protect biodiversity and  endemic species. The Llanganates-San-
gay Ecological Corridor, in which this study took place is home to  high rates of biodiversity and 
endemism, acting as a buffer zone for organisms to pass through between  the protected areas. 
This corridor, which remains largely unprotected, is critical for the health of the  ecosystems 
that exist in the region and the organisms that inhabit them. Through the use of high  through-
put sequencing techniques in the field, the project detailed here aimed to identify species 
new to  science and catalog the biodiversity that exists within the region of study. In addition, 
methodology for  sequencing in the field was revised and optimized for multiple gene regions 
across and within six taxa  groups (frogs, snakes, tarantulas, pseudoscorpions, fungi, and velvet 
worms). Sixty-four new sequences  were deposited in the National Institutes of Health BLAST, 
with a number of those representing putative  novel species. The sequence data detailed here 
will provide the basis for further scientific inquiry and  publications to describe the candidate 
new species. These findings will facilitate further research in the  region as well as promote 
conservation of the corridor through the broadening of biodiversity and  endemism metrics.

In-Situ, High-Throughput DNA Sequencing and Methodology 
Refinement to Survey  Biodiversity and Identify Candidate 

New Species to Science in a Largely Unprotected  Biological 
Corridor in Ecuador 

Christian Boudreaux 

ABSTRACT
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Introduction 

	 An endemic species is one that lives in a specific area and cannot be found in any other 
part of the  world. There are varying degrees of endemism at different spatial scales that could 
be as large as a  hemisphere or as small as a particular mountain, forest, or cave. Hyperendem-
ic species, such as those in  the latter examples, have evolved to occupy particular niches. Due 
to their requirement of specific  conditions to survive, these species are widely considered to 
be the most vulnerable to stressors, as small  changes to the environment, such as that which 
is seen under global warming and the worsening climate  crisis, can lead to their extinction 
(Manes et al., 2021; Jones et al., 2021; Price & Jenkins, 2022). The  extinction of particular spe-
cies as a result of climate alteration has become a topic that has garnered  increasingly more 
attention from scientists and the international community. Conservation organizations  typical-
ly prioritize areas that serve as habitat to the most at risk groups of individuals of a species as a  
means of preserving biodiversity. 
	 Prominent wildlife conservation agencies such as the World Wildlife Fund and the In-
ternational  Union for Conservation of Nature (IUCN) note their commitment to protecting and 
discovering  threatened species (WWF, 2023; IUCN ,2023). Given that endemic taxa are among 
the most endangered,  endemicity often plays an important role in the protection of biodiversity 
and the assessment and  prioritization of the conservation value of land (Waltert et al., 2011). 
As humans continue to expand  throughout the globe, the resulting anthropogenic effects of our 
consumption has caused over 900 species  to go extinct since 1500 CE. As a result, we are in the 
midst of a mass extinction on scale with those that  have occurred five other times in the his-
tory of the Earth (Rull, 2022). Overexploitation of resources is a  leading factor in this problem, 
with deforestation, such as that which is currently taking place within the  Llanganates-Sangay 
Ecological Corridor. Without proper legal protection of this crucial biodiversity  hotspot, the 
endemic species that are found there will become just another statistic in this extinction.  These 
stressors, such as deforestation, lead to high rates of species extinction, specifically in the trop-
ics, a  region which contains 75-90% of species on Earth (van Uhm, 2016) . As a way to combat 
this crisis and  these heightened rates of extinction, it is necessary that biodiversity and en-
demic species be cataloged  before silently going extinct. A more comprehensive knowledge of 
these metrics will promote  conservation in the region and make a case for the preservation of 
the habitat that is home to a number of  species that are not found in any other part of the world. 
It is through further investigation into these  metrics and the prioritization of conservation of 
natural areas that we can best combat the climate crisis  and the mass extinction that currently 
plague our planet. 
	 Despite only making up 0.2% of the Earth’s landmass (Initiative 20x20, 2023), Ecuador is 
one of  the 17 megadiverse countries in the world, denoting it as particularly rich in living or-
ganisms and  crucially important for biodiversity conservation (Yang et al., 2020). Among this 
biodiversity, Ecuador is  particularly abundant in reptiles, amphibians, and endemic vascular 
plants (Kleemann et al., 2022). The  country is home to an incredibly diverse range of habitats, 
26 in total, that are found within four broader  ecosystems: the Andes mountains, the cloud for-
est, the tropical Amazon rainforest, and the islands of the  Galapagos (EF, 2023). Each of these 
habitats vary greatly and are defined according to their altitude and  precipitation. Within these 
ecosystems are three of the 10 biodiversity hotspots in the world, the  northwestern humid 
forests, the northeastern Amazonian jungle and the edges of the Andes mountain range (Con-
vention on Biological Diversity, 2023). Due to this high  degree of biodiversity and wide range 
of habitat types filled with niches to exploit, Ecuador is also home  to one of the world’s highest 
rates of endemism (Borchsenius, 1997; Liria, 2022; Büttner 2023;  Convention on Biological 
Diversity, 2023). It is, therefore, a priority to identify endemic species that are  yet undescribed 
to science as a powerful tool for promoting conservation of natural areas in the country.  The 
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endemism that is explored in this study is specifically within the region of study, but may ex-
tend  beyond depending on the habitat distribution of the species in question. 
	 The Sumak Kawsay reserve, where this study took place, is located in the Pastaza Prov-
ince of  Ecuador in the upper Amazon and foothills of the Andes at an altitude of 1,475 meters 
and average  precipitation of 5,500 millimeters a year. The protected area within the reserve is 
located just below the  edge of the Llanganates National Park and right above Sangay National 
Park, within what is known as the  Llanganates-Sangay Ecological Corridor (LSEC). This corridor 
exists between the upper cloud forest and  lower Amazonian regions, allowing for a unique mix 
of highland and lowland ecosystems as well as flora and fauna to exist within the reserve. Ad-
ditionally, the reserve is located in the upper watershed of the Rio  Anzu, which provides addi-
tional water and nutrients to the area and allows for another degree of habitat  diversification, 
leading to increased rates of endemism (Sterner, 2023). 
	 Samples for this study were also collected at nearby Waska Wild Reserve, which is 95 
hectares of  protected forest located southeast of Sumak Kawsay at the base of the Eastern side 
of the Andes mountain  range at an altitude of 1,239 meters. This protected area is found on the 
transitional boundary between the  foothill and low montane evergreen forests. The reserve is 
unique due to the system of subterranean  caverns and aquifers that run throughout the prop-
erty. These caves and the limestone formations found  throughout the reserve are home to a 
number of unique and undescribed species, including the two  species of pseudoscorpions that 
are explored in this study. The topography of the area, housing both  above-and-below–ground 
elements, lends itself to the development of microclimates that allows  biodiversity and ende-
mism to flourish. The site also experiences minorly varied environmental conditions  than Su-
mak Kawsay, being at a lower elevation and, therefore receiving less precipitation, about 4,500  
millimeters a year (Bentley et al., 2023). 
	 While each reserve houses its own endemic flora and fauna, there is also a great deal of 
overlap in  the organisms that exist between the two areas. Both reserves are characterized by a 
humid climate and  frequent precipitation. Fog forms in the valleys of the Anzu River and De Los 
Monos River frequently,  traveling into both reserves, creating a system of horizontal precipita-
tion. Due to their location in the  upper Amazon, they provide habitat for lowland species that 
are found in the highest part of their  distribution, mountain species in the lowest part of their 
distribution, and species that are unique to the  ecological transition zone that exists within the 
reserve. This unique blend of ecosystems and organisms  makes the two reserves particularly 
conducive to genetic study, as the investigation could lead to  discovery of new species and the 
growth of the biodiversity metrics within these protected areas (Bentley  et al., 2023). Due to 
the reserves’ placement between the two Ecuadorian National Parks, much of the  land around 
these conserved areas remains unprotected, leaving species utilizing the LSEC vulnerable to  
anthropogenic stressors (Fig. 1). The buffer zone that this creates poses a threat to the biodiver-
sity that  exists in these areas. A specific emphasis needs to be placed on the protection of this 
crucial biological  highway, a process that will be aided through scientific endeavors aimed at 
describing the biodiversity  and ecological importance of the region. 
	 This study utilized high-throughput, in-situ genetic sequencing techniques and bioinfor-
matics to  produce reference sequences for several taxa groups that are traditionally overlooked 
in classical  conservation strategies. This was done in an effort to catalog biodiversity and iden-
tify candidate novel  species (either new to science or previously unrecorded in the area). This 
was accomplished through DNA  barcoding, a method that utilizes variable gene regions of DNA 
within an individual that are bookended  by more conserved regions to track evolution across 
taxa. 
	 In order to generate a broad baseline of data that can be used to compare the taxa se-
quenced in  this study at different evolutionary scales, this study focused on the COI, 12S, 16S, 
ND1, RAG-1, and 18S/28S gene regions. DNA barcoding studies, such as this one, are crucial 
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in the construction of  databases which can inform future, more in-depth research. In an effort 
to solve for this database  availability and broaden barcoding information across taxonomic 
groups for better comparison, several  gene regions have been identified as the most beneficial 
areas to replicate and sequence. The use of these  areas have thus been standardized between 
a wide range of organisms and specific primers have been  developed to isolate and replicate 
them. The first of these markers used in this study is the mitochondrial  cytochrome oxidase 
subunit I (COI), which is a short mitochondrial marker of about 650 base pairs (bp)  (Yang et 
al., 2019). It is themost commonly utilized barcoding gene in the identification of animal  spec-
imens (Rubbmark et al., 2018). COI is particularly effective at identifying even recently split 
species.  This is due to multiple factors, including the mitochondrial region’s rapid evolution, 
the mitochondrial  genome’s maternal inheritance pattern, and that it is widely utilized in bar-
coding studies, meaning that the  reference database for the gene region is extensive (Krehen-
winkel et al., 2019). Through replication and  identification by means of COI primers a curated 
database of COI sequences known as the Barcode of  Life Database (BOLD) has been created. 
This database has contributed to the popularity of COI due to its  robust size. COI, however, does 
have its drawbacks, as its small gene region of amplification coupled  with the rapid mutation 
rates in the region, the very aspects that make it so useful for novel species  identification, can 
lead to non-specific binding of primers and difficulty replicating the region (Elbrecht et  al., 
2016). This limited availability of informative sites on the COI region results in decreased  phy-
logenetic accuracy and difficulty analyzing deeper evolutionary relationships and divergent 
lineages  (Krehenwinkel et al., 2019).
	 The 12S and 16S primer sets utilized in this experiment each replicate other sections 
of the  mitochondrial genome. Specifically, they amplify a mitochondrial gene coding for ribo-
somal RNA that is  utilized by the mitochondria for the translation of messenger RNA into mito-
chondrial proteins (Chan et  al., 2022). Due to the haploid nature of mitochondria and its ele-
vated rates of replication, the  mitochondrial genome evolves four times faster than the average 
nuclear gene, making this method very  useful for tracking genetic divergence within closely 
related taxa or even species (Merheb et al., 2019).  Large differences exist between the mito-
chondrial genomes across species of animals, but there are  certain sections within the 12S and 
16S gene regions that are well conserved between taxa (Yang et al.,  2014). Primers can, there-
fore, be applied to this region with relatively high rates of accuracy in binding  and replicating 
the less conserved, more rapidly evolving regions important in species identification  discovery. 
	 The mitochondrially encoded NADH dehydrogenase 1 gene (MT-ND1), or ND1 for short,  
contains the necessary instruction for building the NADH dehydrogenase. This protein acts as 
an electron  acceptor and is utilized in the first step of the electron transport chain step of ox-
idative phosphorylation as  a part of the process of cellular respiration (Yusnita et al., 2010). 
Mitochondrial DNA undergoes rapid  evolution, therefore making it ideal for the examination 
of population genetics and the identification of  recently diverged taxa (Wu et al., 2014). ND1 
diverges from this trend, as most taxa have a slower  evolving, more conserved ND1 region, al-
lowing it to be particularly useful in determining more distant  evolutionary relationships in the 
construction of phylogenies (Morgan & Blair, 1997; Zang et al., 2023).  Zang et al. (2023) found 
that, alongside ND2, ND1 was the most useful in constructing phylogenies, as it  had the great-
est number of parsimony-informative sites, meaning that the information found within ND1  
often provided a simple, parsimonious, explanation as to the evolutionary history of the taxon 
in question. 
	 The recombination-activating gene 1 (RAG-1) is primarily found in lymphoid organs and 
is an  essential part of the adaptive immune system in vertebrates that is responsible for differ-
entiating between  mature and immature B and T cells. Due to its integral relationship with the 
adaptive immune system,  which is specific to jawed vertebrates (Bartl et al., 2003) RAG-1 is 
particularly useful in determining the  phylogenetic relationships among and within vertebrate 
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lineages (Chiari et al., 2009). The RAG-1 gene  region contains several sections of DNA, some of 
which are highly conserved throughout evolution and  others that change more readily (Villa et 
al., 2019). This makes the gene excellent for use in creation of  phylogenies and examining evo-
lutionary relation, both on a recent timescale of species divergence as well  as with more distant 
vertebrate taxa relation.
	 With the recent advent of long-read sequencing technologies, it is now possible to se-
quence long,  contiguous lengths of DNA. The application of this technology to DNA barcoding 
can provide more  information for phylogeny creation and differentiation between taxa. The 
primers utilized in this study  replicate specific sections of the ribosomal genome, about 8 kb 
in total, by targeting short sequences, the  identity of which depends on the primers used and 
the organism of focus (Hadziavdic et al., 2014;  Krehenwinkel et al., 2019; Milan et al., 2020). 
This type of DNA barcoding is more typically utilized in  fungi, plants, and invertebrates (Muri-
enne et al., 2014; Cheng et al., 2016; Banos et al., 2018). One of the  main differences between 
shorter mitochondrial amplicons, such as those mentioned above, and long  rDNA amplicons, 
is the difference in evolutionary rates between the regions. COI tends to evolve rapidly,  making 
it suitable for studying recent evolutionary events and identifying closely related species, as 
explained above, while long rDNA amplicons are more conserved and evolve more slowly, mak-
ing them  ideal for studying deeper evolutionary relationships andidentifying distantly related 
species (Hillis &  Dixon 1991). In this study, for the taxa that underwent replication for the nu-
clear ribosomal 18S and 28S  primers, the entire region between the 18S and 28S genes of the 
ribosomal genome was replicated. 18S is  the gene region responsible for protein synthesis of 
the 40S ribosomal subunit and 28S houses the  information necessary to create the large ribo-
somal subunit (Lodish & Darnell, 1995; Hałakuc et al.,  2022). This variation in length depended 
on the ITS region of the organism, a section of DNA that is  highly variable as compared to the 
18S and 28S regions which are very conserved. These conserved  regions do not change rapidly 
over evolutionary time and it is, therefore, easier to discern distant relations  between taxa. In 
contrast, the variable ITS region allows for differentiation of more closely related taxa  and spe-
cies. 
	 The sequencing technique utilized in this study, nanopore technology, was first concep-
tualized in  1989 and later described in a publication in 1996 (Oxford Nanopore Technologies, 
2023). The technology  has been further developed since that time, but follows the same basic 
concept that was originally  proposed. Nanopore sequencing works by passing strands of DNA 
or RNA through a protein channel,  known as a nanopore that is embedded in an membrane 
that is electrically resistant. As the molecule  passes through this protein and the bases are 
read, a current is released that is specific to the particular  nucleotide that has passed through 
the protein. This raw data in the form of electrical current can be read  and translated back 
into a nucleotide sequence, effectively sequencing the molecule in real time  (Jurkowski, 2020). 
Depending on the model of sequencer being utilized, anywhere from 126 to 128,400  nanopores 
can be available for sequencing, with a single flow cell containing between 126 and 2675  
nanopores. Nanopore has made DNA sequencing more widely accessible and affordable and 
has a variety  of applications, from the study of infectious diseases and cancers, to epigenomics 
and DNA sequencing in  the field (Wang et al., 2021). 
	 The National Institutes of Health Basic Local Alignment Search Tool (BLAST) is a se-
quence  database that is widely used for comparing genetic sequences. The algorithm behind 
BLAST works to  align a query (the sequence being used for comparison) that is input into the 
system with the bank of  sequences that are available online. BLAST identifies comparable 
sequences up to a certain threshold of  overlap and presents them for review. The sequence 
that is input is compared with a sequence that is  already in the database through query cover, 
which is the percentage of alignment that occurs between the  two sequences for the gene re-
gion in question, and percent identity, which is the percentage of identical  base pairs between 
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the two sequences at the aligned positions, are given for each consensus. The database  serves 
as a powerful tool for determining taxa, species, and individual relatedness and can have a 
function in the identification of species, establishing  phylogenetic relationships between and 
within taxa, and DNA mapping and comparison (Nirjhon, 2023). Although the amount of genet-
ic divergence necessary to claim that one species is different from  another varies by taxa and 
by the gene region that is being studied, the generally accepted value for the  COI, the 18S/28S 
ITS, and 16S gene regions is a sequence divergence of about 3% or more (Beye et al.,  2017; 
Fungal Diversity Survey, 2022; Lawson, 2023). This genetic divergence is the grounds on which 
to  promote future study of the species in question and, through more sequencing, phylogeny 
creation,  mapping of the species distribution, and other metrics, the species can be formally 
declared as new to science. This 3% variance is observed in fungi and in frogs as an unwritten 
rule rather than a formal  expectation (Fungal Diversity Survey, 2022; Lawson, 2023). While this 
agreed upon value does exist in  many cases, there is no discrete rule for how much sequence 
divergence is needed to declare a species as  having split from another (Xu, 2020). For example, 
in Fungi, within certain taxonomic groups, a  specimen can have a 99% sequence similarity to 
another and the two may be from closely related, but  separate, species (Fungal Diversity Sur-
vey, 2022). 
	 The purpose of this study was to extract and sequence DNA from a variety of organisms 
found  within the Sumak Kawsay and Waska Wild Reserves in an effort to better understand 
and catalog the  biodiversity of the region as well as identify potential novel species within it. 
Additionally, in the process,  methodology used in DNA processing of six taxa was validated. 
Specifically, all genetic work with  invertebrates and fungi was novel for the Sumak Kawsay 
laboratory. Therefore, this study first reports the  methodology determined to be most effective 
for the sampled taxa. This information was used to extract  and sequence DNA from a variety 
of organisms found within the Sumak Kawsay and Waska Wild  Reserves in an effort to better 
understand and catalog the biodiversity of the region as well as identify  potential novel species 
within it. The project consisted of taking samples, DNA extraction, optimization  of primer sets 
and annealing temperatures per taxa, the refinement of DNA sequencing procedures, and  the 
comparison of individuals to their most closely related genetic relative represented in a genetic  
database. The findings of this study will not only promote future study into these taxa through 
the  optimized procedures that have been herein described, but they will provide the grounds 
for an array of  publications to describe the candidate undescribed species that are first report-
ed here. For the sake of this  study, a 3% or higher sequence divergence was used to determine 
a species that has either not been  sequenced in the database or is entirely new to science. The 
study possesses additional conservation  value, as it will promote further scientific inquiry, visi-
tation to, and protection of the region in which it  took place. 
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Methods 

Specimen Collection 

Figure 1: Study area map. Google Earth map depicting the Llanganates-Sangay Ecological cor-
ridor, outlined in  red, the EcoMinga Anzu Preserve, outlined in yellow, and the Sumak Kawsay 
(blue) and Waska Wild preserves  (white) from which the specimens utilized in this study were 
gathered. 

	 All specimens utilized in this study were collected within the Sumak Kawsay (1,475 me-
ters) or  Waska Wild reserves. Collection of samples occurred over the course of several inde-
pendent expeditions  and was performed by various individuals involved in a variety of projects. 
The researchers involved in collecting samples included Zane Libke, Alex Bentley, Christian 
Boudreaux, Andy Better, Alan  Rockefeller, Jordan Jacobs, Amanda Schabdach, Rosa Batallas, 
Roberto Leon, Pedro Peñaherrera, Ariel  Gutiérrez, and David Diaz. Samples were taken from 
pseudoscorpions, tarantulas, velvet worms, fungi,  frogs, and snakes. The sample type varied 
by taxa and is detailed below. For immediate use in DNA extraction, samples, other than fun-
gi, were placed into a 1.5 mL microcentrifuge tube and preserved in at  least 200 µL TL Buffer 
(more buffer was used for larger samples) at a temperature of -20° C. Specimens  that were not 
to be utilized immediately in DNA extraction were preserved in at least 500 µL of 70%  alcohol 
(more buffer was used for larger samples) and frozen at -20º C for later use. Fungi samples were  
housed in plastic bags containing desiccant beads and in darkness to ensure that the samples 
remained dry  and preserved. The sample collection of the tarantulas and snakes required 
the use of tweezers and  scissors. Prior to use in collection, these utensils were placed into 10 
mL tubes of 10% chlorine, distilled  water, and 70% ethanol, respectively, for 10 seconds each. 
Utensils were then sterilized in an open flame  to remove any contaminants such as ambient 
DNA molecules. 
	 Due to the small size of the pseudoscorpions utilized in this study, entire specimens were  
collected from cave habitat in the Waska Wild Reserve. Tarantula specimens were obtained 
from both  reserves and, once encountered, specimens were taken back to the lab and the most 
distal portion of one  of their legs, the tarsus, was removed and preserved using sterilized scis-
sors and tweezers. Velvet worm  specimens were found within the Sumak Kawsay reserve and 
tissue samples were taken in the form of leg  segments, again utilizing sterile scissors and twee-
zers. Fungi specimens were discovered within both the  Sumak Kawsay and Waska Wild re-
serves, where they were placed in plastic bags and kept at room  temperature until use in DNA 
extraction. Snakes found within the Sumak Kawsay reserve were captured  and placed in hold-
ing containers until blood, ventral scale, and occasionally feces and tail samples were  collected. 
Blood was extracted using a sterile needle inserted below the cloaca and into the caudal vein.  
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Ventral scale and tail samples were removed using sterilized scissors and tweezers and placed 
into tubes  for preservation. 
	 Special care was taken during sample collection to ensure specimen safety. Most sam-
pling was  non-lethal and individuals were released following collection. Sampling that required 
extraction of blood  or clipping of a body part was followed by sterilization of the site with 70% 
alcohol. A number of frog  specimens were deemed necessary to be sacrificed and sent to a her-
petological museum in Quito for  documentation of novel species. This was done with the injec-
tion of novocaine to the posterior end of the  individual so as to initially induce sleeping and not 
cause pain. 
DNA Extraction 
	 DNA extraction was performed according to the Omega BioTek E.Z.N.A. tissue extraction 
kit  (Norcross, GA, U.S.). Preceding the placement of specimens into test tubes, tweezers and 
scissors were  sterilized according to the procedure detailed above in Specimen Collection. 
This process was repeated  between each sample. Specimens were taken out from their pres-
ervation states and a small portion (about  one millimeter in length) was cut from the original 
sample using the sterilized scissors and tweezers. This  subsample was then placed in a 1.5 mL 
microcentrifuge tube with 200 µL of TL buffer inside and the  larger sample was returned to its 
preservation state. In order to more easily lyse samples and break down  the structure of the 
sample, such as the chitinous exoskeletons of the invertebrates (tarantula and  pseudoscorpion) 
or the septa of the fungi cell walls, additional mechanical digestion by means of mashing  with 
a pipette tip pestle or using scissors to cut the material into smaller pieces was utilized. When  
specimens were thoroughly mechanically digested, 25 µL of Proteinase K was added to each 
tube and  they were incubated at 55° C overnight or until they were finished lysing. The incu-
bation time varied by  sample and a sample was deemed ready for DNA extraction qualitatively, 
when most of the starting  sample material had degraded and a cloudy solution was formed in 
the tube. 
DNA Binding, Washing, and Elution 
	 Once lysed, samples were centrifuged at 14,000 rpm to separate the supernatant DNA 
region  from the pellet of biological material such as proteins, cell walls, cell and nuclear mem-
branes, etc. The  supernatant of each sample was then transferred to a new, sterile, 1.5 mL mi-
crocentrifuge tube, where 220  µL of BL Buffer was added. Samples were shaken by hand to mix 
the contents and were incubated at 70°  C for 10 minutes. Upon removal, 220 µL of 100% etha-
nol was added. A HiBind® DNA Mini Column  was then placed into a 2 mL Collection Tube and 
the sample was transferred into the Mini Column.  Samples were centrifuged at 14,000 rpm for 
one minute. The material that had accumulated in the  Collection Tube was discarded, but the 
Collection Tube was reused. 500 µL of HBC Buffer diluted with 100% Isopropanol was then add-
ed into the Mini Column and samples were centrifuged again at 14,000  rpm for 30 seconds. The 
filtrate along with the Collection Tube was discarded. The Mini Column was  inserted into a new 
Collection Tube and 700 µL of DNA Wash Buffer diluted with 100% ethanol was  added. Samples 
were centrifuged at 14,000 rpm for another 30 seconds. Filtrate was discarded but the  Collec-
tion Tube was reused. The previous step was repeated for a second wash with the DNA Wash  
Buffer. The Mini Column was then centrifuged at 14,000 rpm for two minutes in an empty Col-
lection  Tube reused from the previous step in order to dry the column and remove any excess 
ethanol. The Mini  Column was then transferred into a 1.5 mL microcentrifuge tube. 200 µL of 
Elution Buffer, heated to 70°  C was added and samples were left to sit at room temperature for 
two minutes. Samples were then  centrifuged at 14,000 rpm for one minute. The previous step 
was repeated for a second wash with the  Elution Buffer and completed samples were stored in 
a freezer at -20° C. 
Fluorometer 
	 To ensure that extraction had occurred successfully and there was sufficient DNA that 
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could be  replicated in a given sample, a Promega Quantus™ Fluorometer (Madison, WI, U.S.) 
was utilized. To  assess their DNA content in nanograms per microliter, 2 µL of each sample was 
taken and mixed with  QuantiFluor® ONE dsDNA Dye (Madison, WI, U.S.) in a 0.5 mL PCR tube 
and shaken to homogenize  the solution, followed by centrifuging at 4,000 rpm to spin down any 
liquid collected on the sides of the  tube. The tubes were then covered for five minutes so as to 
not be exposed to the light and, after that time  frame, placed in the fluorometer to be read. DNA 
concentration measurements were recorded for later  reference and to inform future actions. 
PCR 
	 Polymerase Chain Reaction (PCR) was performed in 0.2mL PCR tubes. Amplification 
was  conducted in a 12.5 μL volume reaction, consisting of 6.25 µL of DreamTaq™ Hot Start PCR 
master mix  (Waltham, MA, U.S.), 1 µL DNA extract, forward primer, and reverse primer, and 
3.25 µL of nuclease free water. The primers, thermocycling procedures, and optimum anneal-
ing temperature for each taxa  follow what is outlined in Table 1. For each PCR sample type, two 
additional control tubes were run, one  with a control created during the DNA extraction pro-
cess consisting of 200 µL TL Buffer and 25 µL  Proteinase K, and another containing only the 
PCR Master Mix of DreamTaq™ Hot Start PCR master  mix, forward primer, reverse primer, and 
nuclease- free water. 
Gradients 
	 PCR gradients were performed to validate and optimize annealing temperature and 
primer  combinations for each taxa studied. The contents of the PCRs performed were the same 
as those detailed  above and cycling protocol follows what is outlined in Table1, excepting the 
cycled annealing step, which  varied across the gradient of samples. Each gradient consisted 
of eight PCR tubes, all containing the same  sample type, that were run at the annealing tem-
peratures 51.6°, 52.9°, 55°, 57.6°, 60.6°, 63.2°, 65.2°, and  66.6° C, respectively. For each set of 
gradients run, two additional control (the same as explained  previously) gradients of eight PCR 
tubes each were run. 
Gel Electrophoresis 
	 PCR amplification success and DNA fragment length were verified using gel electrophore-
sis.  Upon review of the results of the gel, if the sample demonstrated a band that was consistent 
with that  which was expected from the selected primers (approximate amplicon lengths can 
be viewed in Table 1),  the sample proceeded to indexing. For gradients, the entire gradient of 
samples was reviewed to ascertain  at which temperature or temperatures the annealing pro-
cess was successful, indicated by the samples with  a visible band at the correct fragment size 
location. The success of gradient PCRs was also evaluated on  the specificity of binding and only 
deemed successful if a singular band was found at the expected  amplicon location. This infor-
mation was recorded and, if no band was present, used to inform future  primer and annealing 
temperature optimization tests to ensure proper annealing and amplification. An  example gel 
containing samples from both gradient and normal PCRs can be found below.
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Figure 2: Validation of PCR results using a gel. A gel depicting the visualization of PCR samples 
run on a  gradient (ex. AB 275.1) and under optimized cycling conditions for that taxa (AB 273). 
Bright green bands indicate  replicated amplicons and size can be compared with the ladder 
that is included in each section of the gel, with 3,000  base pairs marked by the white arrows. 
PCR runs that failed to replicate (ex. AB 277.1) show no band for the  corresponding well. Text 
above the gel details the primers used for the samples and text below indicates the date that  the 
gel was run as well as cycling conditions. 

Indexing 
	 Upon successful amplification of the desired DNA region, samples underwent a second 
round of  PCR, where they were tagged with a unique nucleotide sequence, giving them a dis-
tinct “code” that can  be recognized by a flow cell once the samples are sequenced. In order to 
accomplish this, 9 µL each of 10  distinct forward and 10 distinct reverse primers were each 
placed into a 96 well plate according to what is  detailed in Figure 3 (totalling 96 out of 100 pos-
sible unique combinations).

Figure 3: Indexing PCR primer scheme. Indexing scheme used to populate a 96 well plate with 
96 unique primer  combinations to be used indexing of samples. Forward indices are indicated 
in blue and reverse indices are indicated  in red. Each index contains a sequence of nucleotides 
that is unique from that of the indices indicated by different  numbers. 
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Indexing PCR 
	 The indexing PCR was carried out in a different 96 well plate in a 12.3 µL volume reac-
tion,  consisting of of 6.25 µL of DreamTaq™ Hot Start PCR master mix (Waltham, MA, U.S.), 3.25 
µL of  nuclease-free water, 0.8 µL of sample, and 2 µL of the unique indexing primer set. Prior to 
pipetting into  wells, each sample was assigned a specific set of primers that corresponded with 
a well code from the  original indexing primer plate (ex. A1 for sample RJL001). The procedure 
that was followed consisted of  an initial denaturation step of 95° C for 180 seconds, followed by 
13 amplification cycles of (95° C for 15  seconds, 55° C for 15 seconds, 72° C for XX seconds), 
and a final extension step of 72° C for 180  seconds (Pomerantz et al., 2022). The long amplicons 
(18S/28S) were run for an extension of 180  seconds, while the short amplicons (16S/16S/COI) 
were run for 80 seconds. 
Indexing Gel Electrophoresis 
	 To validate the success of indexing, a gel was run with a subset of the indexed samples. 
One  sample was chosen for each taxa included in the indexing run. The original PCR sample 
was placed  alongside the indexed sample within the gel to ensure that the indexed amplicon 
was slightly longer than  the original and, therefore, slightly above it. Procedure for loading and 
running the gel followed that  which is described above. 
Library Prep 
	 Library prep and all procedures involved in completing it were performed according to 
the  Ligation sequencing kit (SQK-LSK114) (Nanopore, 2023). Long (18S/28S) and short (Rag-1, 
ND1, 16S,  16S, COI) amplicons were separated into different sequencing runs and, therefore, 
underwent slightly  altered library prep procedures. Depending on the desired amplicon length 
for each library, a proportional  amount of Mag-Bind® Total Pure NGS (Norcross, GA, U.S.) mag-
netic beads, homogenized prior to use, were mixed with the sample (.6x for long amplicons and 
.65 for short amplicons). 
	 For use in loading the flow cell during sequencing, two 1.5 mL microcentrifuge tubes 
were  prepared, one containing a priming mix and the other the diluted DNA library. The prim-
ing mix consisted  of 117 µL of Flow Cell Flush and 3 µL of Flow Cell Tether. 
The diluted DNA library contained 15 µL of Sequencing Buffer, 10 µL of Library Beads, and the 5 
µL of  DNA Library. 
DNA Sequencing 
	 Prior to sequencing, the Flongle flow cell (Oxford, U.K.) was evaluated to verify the num-
ber of nanopores available for sequencing. The flow cell with the highest number of functional 
nanopores was  chosen for sequencing. The cell was loaded by pipetting 120 µL of priming mix 
into the port. This was  followed by 30 µL of sample mix, containing the DNA to be sequenced. 
The program MiniKNOW was  used to interface with the flow cell and to record data. 
Bioinformatic Data Processing 
	 Following sequencing, data was compiled and processed using Linux software. A docker 
image,  “giderk2020/junglegenomics” was utilized which contains all of the programs neces-
sary for data  preparation and analyzation. The files were then demultiplexed with the original 
indexing file for that  sequencing run using minibar, effectively matching indexing codes with 
samples names. A bash script  was then run on the files to generate summary information and 
graphs for each one (Fig. 4). A dot plot of  read length versus read quality was also generated 
for each sample, such as that for ZL 136 - Rag1 (Fig.  5). These dot plots were used to determine 
the median sequence length and the range of sequence lengths  for each sample. This infor-
mation was plugged into NGS Species ID to create a sequence consensus for  each individual 
sample and gene region.This consensus was then input into the BLAST database. If a  sequence 
for the genus and species identification assigned to the sample in the field was available, that  
sequence was chosen and recorded. If such a sequence was not available, the closest matching 
sequence  was selected and recorded. 
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Figure 4: Summary of NanoPlot sequencing results for sample ZL 136 - Rag1. Image of the 
sequencing summary  for ZL 136 - Rag1 detailing the basic sequencing information for the 
sample

Figure 5: Dot plot of indexing reads for sample ZL 136 - Rag1. Scatter plot depicting read 
lengths versus average  read quality. The amplicons of the sample (ZL 136 - Rag1) are shown 
in the large band of dots at a read length of  about 600 base pairs, while the primer dimers are 
located to the left and to the right of the read cluster. 
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Results 

Primer and Annealing Temperature Optimization 
	 Throughout the DNA amplification process, primers and annealing temperatures were 
optimized  for several different gene regions within and across the studied taxa groups. While 
some primer and  annealing pairings were previously described in other studies, a number of 
combinations are first  optimized and described here. 
Table 1: Primer table. Primer table depicting the various gene regions and associated primers 
utilized for each  taxa. The PCR cycling program, approximate amplicon length, and optimized 
annealing temperature is also detailed  for each primer and taxa combination.
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Sequencing Methodology Refinement 
	 Additionally, the sequencing process was initially undertaken with both long (18S/28S) 
and short  (16S, 16S, COI, RAG-1, ND1) amplicons included in the same library (Fig. 6). This 
sequencing attempt  resulted in an overrepresentation of short amplicons in terms of reads. A 
graph depicting the distribution  of reads according to read length as well as a gel showing the 
concentration of DNA of long and short  amplicons throughout the library prep process for this 
sequencing run is included below (Fig. 8). As a  response to this and to increase the long ampli-
con reads, short and long amplicons were separated for  future sequencing runs (Fig. 7).

Figure 6: Library prep gel from first sequencing run. Picture of a gel that displays the initial 
concentrations of  the long and short amplicon pools, the pools once they had undergone the 
first round of cleaning, and the pools after  the final cleaning.

Figure 7: Library prep gel from second sequencing run. Picture of a gel that displays the ini-
tial concentration of  the short amplicon pool, the pool once it had undergone the first round of 
cleaning, the pool once it had undergone  end prep, and the pool after the final cleaning. 
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Figure 8: Sequencing read histogram. Histogram depicting the distribution of reads during the 
first sequence run. 

Figure 9: Taxa sequenced in this study. Picture depicting the six taxa groups investigated in 
this study (frogs,  snakes, tarantulas, pseudoscorpions, fungi, and velvet worms) and the num-
ber of species sampled within each taxa  group, included in white above the silhouette picture of 
the associated taxa group. 

Sample Processing 
	 Over the course of this study, 55 samples were processed, extracted from 44 putative spe-
cies and  six taxonomic groups (Fig. 9). 25 PCRs and 12 gels were run, resulting in three rounds 
of DNA  sequencing. All sample numbers, the field IDs of the individuals that were sampled, and 
photos of gels can be found in the index. The culmination of this work resulted in the ability to 
compare individual  genetic sequences for specific gene regions with the BLAST genetic data-
base. The results of these  sequence comparisons are detailed below. 
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Table 2: Sequencing Results. Table detailing all samples that were successfully sequenced. 
Original (field)  identification (genus and species), sample code, and gene region are included 
for each specimen. Additionally, the  closest match of the sequence in the BLAST database is 
shown. Underlined closest blast hits indicate a blasted  sequence with a different species identi-
fication than the field ID that the sample was given. Bolded blast hits  indicate those which differ 
from the query by 3% or more for percent identity. The Accession number, which is a  unique 
code given to each sequence in the database is also included. Query cover, which is the percent-
age of  alignment that occurs between the two sequences for the gene region in question, and 
percent identity, which is the  percentage of identical base pairs between the two sequences at 
the aligned positions, are given for each consensus.
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Figure 10: Generated sequence compared to a reference sequence. Picture of a sample’s se-
quence (Bothropsatrox) being compared to a query. Dots denote matching nuecleotides, while 
red letters denote differences between the two sequences.
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Analysis 

Sequencing Methodology Refinement 
	 Due to the novel nature of the use of long ribosomal primers to replicate larger sections 
of DNA  at Sumak Kawsay, the sequencing process needed to be optimized for sequencing both 
long and short  amplicons. In the first sequencing run that was undertaken as a part of this ex-
periment, both long  (18S/28S) and short (12S, 16S, COI) amplicons were sequenced simultane-
ously. Each pool started library  prep separately, but were combined for the final pool that was 
used for sequencing. Clear bands for the  short amplicon pool can be seen in the initial pool and 
after the initial cleaning, but disappear in the final  library (Fig. 6). The longer amplicon pool, by 
comparison can be seen throughout the three processes and  is the only visible band in the final 
pool (Fig. 6). 
	 Figure 7 depicts the gel results from a different session of library prep for short ampl-
icons and  demonstrates what a more typical concentration of DNA throughout the process 
should look like. Bands  of different sizes, each pertaining to a different short amplicon gene re-
gion, are clearly seen throughout,  from the initial pool to the final library that is to be utilized in 
the sequencing run. This higher  concentration of DNA is more ideal and allows for more reads 
to occur during sequencing. 
	 Despite the overrepresentation of the long amplicons in the library of the combined 
sequencing  run, as indicated by the gel, these amplicons were underrepresented during the 
sequencing run (Fig. 8).  Several peaks of passed reads can be seen at different sections of read 
length, with the vast majority of  reads occurring below 1,000 base pairs. 
	 Two very small peaks can be seen between 3.2 and 3.49 kilobases. These peaks pertain 
to the  long amplicon (18/28S) samples, whereas each peak below 1,000 basepairs pertains to a 
different short  amplicon (12S, 16S, COI). Due to the fact that the long amplicons required more 
time to read, the number  of reads for these samples was greatly diminished in comparison to 
that of the shorter amplicons.  Available pores would attach to and read shorter amplicons at a 
much higher rate than long amplicons.  This presents a problem, as the quality of sequencing 
data is highly dependent on the number of reads that  are able to be generated for a particular 
sample during a given sequencing run. Due to the low read count  for the long amplicons, the 
methodology for sequencing had to be revised. 
	 Following this initial sequencing run, an effort was made to optimize long amplicon 
sequencing  and the number of reads that were produced of each sample. To accomplish this, 
short and long amplicons 36 underwent separate library cleanups and separate sequencing 
runs. Long amplicons underwent library  prep with the goal of removing all amplicons below 
1,000 base pairs, including primers, fragmented  DNA, indexing primers, etc. Through the 
process of eliminating these smaller primers, available pores did  not become overloaded with 
short, quickly readable DNA sections during sequencing and a greater  number of long ampli-
cons were processed by the nanopores. 
	 This resulted in more comprehensive data for the long amplicons that more accurately 
represents the 18S  to 28S gene region in question. 
Sample Processing 
	 In total, 64 consensuses of various taxa and gene regions were successfully generated 
(Table 2).  While many samples were sequenced successfully, a number of samples that under-
went successful  amplification during the PCR phase, as validated by gel electrophoresis, did 
not produce a consensus  sequence. This was most often due to the fact that the sample had a 
low number of reads within the region  of interest. Most notably, both pseudoscorpion samples, 
which were included in the first, combined  sequencing run, did not yield high-quality sequence 
data. The low number of reads for these and other  long amplicon samples, such as a number of 
the fungi, came as a result of the problems with sequencing  long and short amplicons simulta-
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neously, as is explained in more detail above. 
	 Multiple consensuses were generated for certain individuals, indicating the presence of 
multiple  possible sequences. In the case of genes from nuclear regions (12S, 16S, 18/28S) these 
are likely due to  the diploid nature of the individual and the inheritance of distinct genes from 
its mother and father. Each  consensus was checked against the database as additional sequence 
data for the individual. 
	 Of the consensus sequences that were generated, many did not have an equivalent se-
quence  available for that species or gene region in the database, indicated by the underlined 
blasted sequence  name (Table 2). This could be due to lack of sequence availability for that taxa 
and gene region or due to  taxonomic reshuffling, such as is the case with Hypsiboas albopunc-
tatus, which was reclassified as  Boana albopunctata. While still a different species than the que-
ry sequence (Boana almendarizae), the  difference in phylogenetic relationship is not as great as 
it may initially seem. These species may be  known to science, but the sequence data may not be 
available for them within the BLAST database. It is  another possibility, like with the Boana nigra 
sequences, that one gene region (12S) matches up poorly  with an available sequence (95.88% 
percent identity), while another from the same individual (ND1) is a  closer match (98.79% 
percent identity). Therefore, these findings must be used as a guide to promote  further genet-
ic study into the organisms in question and a more thorough assessment of their phylogenetic  
relationship to be sure of their status as a novel species as opposed to something that has not 
been  sequenced before. The species that did have an equivalent within the database also often 
differed by over  3% for percent identity (indicated by a bolded blasted sequence name without 
an underline), which was  the standard used in this study to indicate candidate new species to 
science or to sequencing that suggest  the need for further scientific inquiry to discern which of 
these possibilities may be the case. Those species that are bolded and not underlined, meaning 
that there is an existing sequence for the  species and the query still differs by more 3% identity 
or more from the reference sequence, demonstrate  the highest likelihood that the sample in 
question is a candidate new species to science, with some notable  exceptions for the tarantulas 
and velvet worms due to the fact that nothing even remotely close to their  sequence data exists 
within the database. 

Discussion 

	 Through the successful optimization of PCR and sequencing in the field detailed in Table 
1, this  study has provided the groundwork for future investigation into these taxa within the 
Llanganates-Sangay  Ecological Corridor. This project builds on previous work done by Elinor 
Sterner which investigated and  optimized PCR conditions for amplification of 16S, COI, and 
18S/28S in frogs. Furthermore, this study  represents the first use of 18S and 28S primers in the 
study of invertebrate and fungi taxa in the LSEC. 
	 All methodology, from sample collection to sequencing, was completed in the field. Lo-
cated in  the remote upper Amazon rainforest, it is crucial that the methodology used is opti-
mized, to reduce the  use of materials and maximize the sequences that can be generated for a 
given timeframe and resource  availability. Despite the successful optimization of these primers 
in addition to the modification of sequencing for long and short amplicons, further refinement 
of methodology is necessary to achieve  greater success in producing high quality sequences. 
Although successful amplification of DNA was  achieved for all taxa, high-quality consensus 
sequences were not generated for all samples and/or loci.  This could be due to a number of 
factors including low initial concentration of DNA, failure to index,  insufficient sequencing time 
or pore availability. In the future, prioritization must take the form of  extracting higher quality 
DNA to ensure that there is sufficient template DNA for genetic work. 
	 The results from sequencing show a clear need for further genetic investigation into the 
biota of  LSEC and the continued growth and curation of genetic databases, such as NCBI. The 
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information that  can be discerned from an individual sequence depends on the robustness 
of the genetic database of similar  sequences available for it to be compared to. It is incredi-
bly important to continue the documentation of  genetic diversity in the region and that these 
sequences are added to the BLAST database. The utility of  genetic data for identifying samples 
is only as powerful as the database to which these sequences are  compared. As an example, ta-
rantulas were particularly underrepresented in the database, as the closest  sequence to many 
of the samples was a tarantula from Texas that had a significantly lower query  coverage than 
most every other sample. The representation of fungi in the database is also particularly  lack-
ing, with nearly every species sequenced not having a reference sequence available for its field  
identified genus or species. 
	 This study has provided evidence of a number of novel species within the LSEC and a 
high rate  of novel species occurrence in the region for the sampling effort performed. The se-
quences generated  from this study may contribute to the diagnosis if these are found to repre-
sent species new to science.  More research needs to be done to investigate phylogenetic rela-
tionships, morphology, and other aspects  within each species to formally publish a manuscript 
to describe them, but the sequences produced as a  result of this study provide the first step 
in that process. Several collaborators that were instrumental in  obtaining samples for genetic 
processing will be working to describe the species that are first reported  here in detail. Specif-
ically, there is interest in describing several novel frog, fungi, pseudoscorpion, and  tarantula 
species. Projects such as these have already been successfully carried out within the LSEC, as 
a  new species of dwarf boa was described within the corridor in 2022 (Ortega-Andrade et al., 
2022). 
	 This ongoing scientific inquiry and the broadening of the genetic data associated with 
the fauna  of Sumak Kawsay in situ will draw more research interest that is located within the 
reserve. The number  of publications detailing species new to science will attract new investiga-
tors to continue the process. The  additional draw of the ability to sequence genetic information 
in the field and in real time will help  facilitate this research and expedite species discovery. 
The expansion of the knowledge of biodiversity in  the region as well as the possibility of seeing 
species that can only be found within the corridor will  attract more tourism, again providing 
resources that can be utilized in further protecting the corridor and  promoting research.

Conclusion 

	 A variety of species found within the Llanganates Sangay Ecological Corridor were se-
quenced as  a part of this study, revealing a large number of candidate new species to science 
within the region. These  species await further investigation as to whether they truly represent 
species new to science. Additionally,  the findings highlight the potential of field-based genetic 
identification and reveal a critical need to continue sampling effort and sequence generation 
given the large proportion of potential new species  undescribed to science found within the 
region. Having investigated and optimized a number of primer  sets for a variety of gene regions 
across six taxa groups and streamlined sequencing for short and long  amplicons, future work 
in this region can focus on data generation rather than troubleshooting molecular  methods. 
This investigation further illustrates the importance of the corridor as a buffer zone between  
highly biodiverse ecosystems and a bountiful source of endemic species.
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ABSTRACT
With the recent rise of a new digital age, many people are ditching more traditional methods of  
performing everyday tasks and replacing them with free and convenient online services. But as 
the saying  goes, there is no such thing as a free lunch, and that sentiment holds true in terms 
of online services as  well. Consumers pay for these online services with something much more 
valuable than money—their  personal data. This paper explores how companies and govern-
ments present consumers with targeted  advertisements, shows how targeted advertisements 
are inherently manipulative, and gives an example of  one government and one company using 
this technology to influence the behavior of its target  demographics. The paper concludes with 
a discussion of the ethical implications of the research, states its  limitations, proposes possible 
solutions by providing contextual information, and concludes by arguing  that the only way to 
change this behavior would be through legislative measures. 

Targeted Advertising: How Companies And Governments Are 
Weaponizing User Data  Against The Consumer 

Joseph Garneau 
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Introduction

	 After the unfortunate passing of Linday Robertson’s mother in 2014, she took on the  re-
sponsibility of arranging her mother’s affairs (Nudson, 2020). One of those responsibilities was 
to  figure out a price for a gravestone, and, after a quick Google search, Robertson soon found 
what she was  looking for and ended her browsing session. However, like a restless soul with 
unfinished business, the  haunting feeling of death still lingered — virtually. Soon Roberston’s 
internet was cluttered with  gravestones. They followed her everywhere; she could not escape 
(Nudson, 2020). Robertson’s story is  not unique. In the wild west of the internet, companies are 
able to harvest user data and use it to serve  personalized advertisements in the form of target-
ed advertising. This practice is harmful to individuals,  yet companies (and even governments) 
use these technologies because they are profitable and effective.  

The Issues 

	 Data is being collected in droves, and despite some users’ attempts on limiting the shar-
ing of this  information, it is almost impossible to use online services without sharing some 
data (Callanan et al.,  2021). For example, even if one were to disable many tracking settings 
and delete all cookies before  switching websites, advertisers would still be able to track the 
user across multiple sites through  information such as the user’s screen resolution, what web 
browser they are using, what version of web  browser the user has, and what operating system 
is installed. This information can be compiled into a  profile for that given user which is used to 
track their activity across multiple sites (Callanan et al., 2021). 
	 However, most people do not even bother to go through with such rigorous privacy set-
tings. This  allows advertisers to open the flood gates on a targets’ information. One advertiser, 
Meta Platforms Inc.  (formally known as Facebook) reportedly, “provides ways to target geo-
graphic locations, personal  interests, characteristics and behavior, including activity on other 
internet services and even in physical  stores” (Callanan et al., 2021, p. 157). Advertisers can 
use this information to build a very detailed profile  of a user including “their political affilia-
tion; how likely they are to engage with political content;  whether they like to jog, hike or hunt; 
what kind of beer they like; and so on” (Callanan et al., 2021, p.  157).  
	 Advertisers do not collect all this information without reason. There are many strategies  
advertisers use to make their ads successful on a target. Thanks to the work of many academic  
researchers, advertisers know exactly what mood, content, and context any given ad must con-
tain to be  successful on a given site (Voorveld et al., 2018). For example, Twitter users engage 
with an ad if they view it as being informative, while users on YouTube view ads more negative-
ly when using the platform  for entertainment. These incredibly detailed measurements were 
made from the outside looking in, as the  researchers were limited to asking a relatively small 
number of users simple questions to get their data  (Voorveld et al., 2018). The tools companies 
have for analyzing their internally generated data are many  times more accurate, thus allowing 
companies to effectively maximize the use of massive amounts of data  their users produce.  
	 There is also evidence that some governments are taking advantage of targeted advertis-
ing in  order to change their respective population’s behavior. Such activities raise serious mor-
al and ethical  concerns. One study found that the UK government was actively using the same 
targeting systems  companies use to encourage and discourage certain types of behavior (Col-
lier et al., 2022). This activity  ranged from targeting adolescents who looked up illegal topics 
with messages and warnings of  punishment to showing fire safety ads to people who recently 
bought candles. There are even cases of the  government using local community leaders in ad-
vertisements in order to better connect with targets.  Understandably, this activity raises many 
moral and ethical questions, such as “Is it democratic for  governments to be influencing behav-
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ior in this top-down approach?” and “Is it ok for the government to  counter disinformation or 
should that be the responsibility of the population?” (Collier et al., 2022).  
	 Targeted advertising is harmful because it is exploitative. Advertising agencies have 
unfettered  access to vast amounts of data, which they use advanced artificial intelligence (AI) 
to filter through and  find emerging behavior patterns. These AIs are able to predict outcomes 
of consumer choices, predict  future behavior, and even predict details about a person even if 
the person is not aware of it yet (Callanan et al., 2021). In a now infamous example, Target – a 
mainly brick and mortar retailer – collected and  sourced loads of data and then compiled it into 
a “pregnancy prediction” score. Target used this score to  predict the likelihood of a custom-
er becoming pregnant and allowed Target to send the expecting mother  coupons. Predictions 
were often very accurate even before the customer had set up a baby-shower registry  with 
the company (Callanan et al., 2021). Target was even able to estimate the stage of a customer’s  
pregnancy and thus supply them with relative coupons. These Orwellian-esque tactics are very  
concerning, and Target knew that. A Target executive spoke on the matter saying,  
[W]e found out that as long as a pregnant woman thinks she hasn’t been spied on, she’ll use the 
coupons. She just assumes that everyone else on her block got the same mailer for diapers and 
cribs. As long as we don’t spook her, it works. (Callanan et al., 2021, p. 160) 
	 Other agencies like Google, were able to predict a user’s mood, emotions, and sell this in-
formation off to  advertisers. Meta is no better, also allowing the sale of their user’s information, 
such as whether or not  teenagers were feeling “‘insecure’, ‘worthless’, or otherwise in need of 
a ‘confidence boost’” (Callanan et  al., 2021, p. 158). It is painfully obvious that this information 
can be easily used to manipulate and  influence vulnerable people into making decisions, and 
most importantly – purchases that they most likely  would not have made given a better state of 
mind.
	 If advertisers and governments know this behavior is harmful, then why do these agen-
cies keep  using these tactics? This question can be answered in two parts. First, many compa-
nies have legal  requirements to make their stakeholders happy. Often, this means making the 
stakeholders richer by any  means possible (Callanan et al., 2021). Second, laws surrounding 
this behavior are either very vague or  non-existent. Therefore, if it is not illegal to use target-
ed ads, and it is also very profitable; so why not use  targeted advertisements (Callanan et al., 
2021)? One recent notable change is the passage of the General  Data Protection Regulation 
(GDPR) in the European Union. The GDPR includes a right to be forgotten,  and a right to access, 
and a right to be informed when it comes to personal data (GDPR, 2018).  Hopefully, these re-
cent changes can force companies and governments to change their manipulative  behavior. 

Ethics  

	 There are many ethical implications that targeted advertising produces. One of the big-
gest ethical  issues is where we draw the line on how much personal information parties can 
collect. The answers  society provides will shape the future of privacy focused legislation. The 
GDPR proposes many  reasonable first steps that will inevitably radically change the way com-
panies handle data. For instance,  the GDPR creates a “right to be forgotten” (GDPR, 2018). How 
does a company handle this responsibility? Does a user have to request that they be forgotten or 
is the right exercised automatically?  What about the death of a user?  
	 Governments also provide a whole new set of ethical questions when it comes to using 
targeted  advertising. Collier et al. (2022) argue that using these technologies for influencing 
behavior should not  be a top-down approach. Instead these tools should be given to the wid-
er population in order to encourage  change from the bottom up. However, there are some big 
risks to this stance. Radical groups could also  use this hypothetical technology to spread hate-
ful rhetoric. Thus, society would need an arbiter of what is  allowed to be spread. These points 
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require more research if we are to implement a similar system.  
	 There is also an argument that the government should be able to use targeted advertis-
ing, as it has  been very successful in the UK government. Over a six month period, a NCA cam-
paign seems to have  completely stopped all growth in the purchase of Distributed Denial of Ser-
vice (DDOS) attacks (Collier  et al., 2022). This is notable because during the same time period, 
sales of DDOS attack services rose  internationally. However, since these government programs 
are targeted to prevent criminal behavior  before it happens, it is hard to objectively show a link 
between the use of targeted advertising by the  government and a decline in any given crime. As 
Collier et al. (2022) put it, “We are also aware that the  effects of these campaigns may be exag-
gerated, misreported or have not been continued” (p. 6).  

Solutions  

	 One would assume that a majority of people are in support of regulation of this practice, 
and that  would be a correct assumption. In fact, 91% of Americans think that companies are 
tracking some or all  of online activity, and 77% also believe the same about the government 
(Auxier & Rainie, 2019). Public  support is there, yet in the United States, the political scene may 
be less suitable for change. In recent  years, political tensions have been sharply rising, thus 
making it a miracle even for bipartisan legislation  to become law. However, the topic of regulat-
ing companies is far from by-partisan. A survey conducted  by Pew Research (2019) found that 
71% of Republicans (America’s dominant conservative party) think  Government is too involved 
in matters that should be left to the private sector, while 78% of Democrats  (America’s domi-
nant liberal/progressive party) think the government should be doing more to solve  problems. 
Even if there was a popular push for government regulation of targeted advertising agencies, it  
would inevitably be split on party lines and be very controversial.  
	 Although it will be very challenging to pass legislation, it is the only way to make signifi-
cant  change a reality. This is because tech companies hold a lot of power in the United States’ 
legal system.  For example, in 2022 the lobbying group TechNet (which is partially made up 
of members of the “Big  Four”), successfully neutered a right-to-repair bill in New York (Cun-
ningham, 2022). However, there  may still be hope. With the recent public suspicion of the 
very popular short form video site TikTok, it  may be possible for privacy activists to carry this 
momentum into changing US policy. For example,  during the hearings, the wider population 
learned details on how TikTok collected data. These strategies  are not isolated to TikTok; many 
of the “Big Four” (Apple, Google, Microsoft, and Meta) also use these  exact same strategies. It 
is worth noting that change is most likely going to be most influential in the  United States, as 
that is where Apple, Google, Meta, and Microsoft (a.k.a the “Big Four”) are located  (Callanan et 
al., 2021). Since the “Big Four” control most of the targeted advertising market, any change  in 
their host country will propagate throughout the rest of the internet and – to an extent – the rest 
of the Western world. Once the public is aware of this, it could potentially push lawmakers into 
drafting and  passing more privacy focused laws.  

Limitations  

	 One major limitation of this research is the legality of the proposed legislation. This study 
did not  look into any case law and combines research from multiple countries, each with sim-
ilar, yet distinct,  legal systems. A law that might work in the European Union would be unlikely 
to work in the United  States. The European Union, however, continues to pioneer this legisla-
tion in their system, and hopefully  the Americans take note. Another limitation is the fact that 
most of the literature around this topic only  sources from Western, Educated, Industrialized, 
Rich, and Democratic (WEIRD) countries. As our  current internet mostly ignores borders, it is 
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worth considering how any changes will affect those who are  not of one’s country.  

Conclusion  

	 In conclusion, companies and governments are collecting user data and using it to craft  
personalized advertisements that manipulate targets. This practice is perpetuated by outdat-
ed laws and a  drive for ever-increasing profit. These behaviors raise many ethical questions 
that will direct the future of  targeted advertising. Solutions to discussed issues will need to be 
implemented via law for any change to  occur. The author hopes that this paper will provide a 
jumping off point for future research. 
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ABSTRACT
The careful study of trends in propaganda can provide dramatic insights into the political cli-
mate of a  particular nation. Specifically, shifts in either the narrative or dissemination of propa-
ganda during times  of great conflict or domestic turmoil illuminate to outside audiences where 
the government feels there are  possible weaknesses that could fracture and eventually destroy 
the security and legitimacy of their  regime. Therefore, this paper investigates the Kremlin’s 
recent methods of propaganda and disinformation  compared to those of Imperial Rome, allow-
ing for a closer examination of these techniques. Overall, the  comparative analysis of Imperial 
Roman and current Russian propaganda and disinformation policies  allows for examination of 
the continuities and identifies changes in political propaganda as nations face  times of instabil-
ity and strain.  

Ancient Rome and Modern Russia: A Comparative Analysis of 
Propaganda and Statecraft  during Times of Conflict 

Sydney Lynch 
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Introduction 

	 Politicians and their governments utilize propaganda and disinformation to secure a 
political  regime or to maintain popular support for a specific issue. Particularly during times of 
unrest and  uncertainty, propaganda becomes vital to maintaining stability as a nation’s people 
may begin to question  the actions taken by their government. Therefore, the perceived trust 
and confidence of the general  populace in a leader and their government allows that leader to 
take action with minimal public  disruption. However, confidence in a leader and support for 
their regime does not necessarily naturally  occur. Instead, the popular perception of leaders is 
carefully curated through various propaganda  mediums. Often relying on deception, propagan-
da mediums build the leader’s public image, create an  ideological framework to be adopted by 
the public, and ultimately justify the actions taken by said leader.  The importance of propagan-
da is evident in Russia’s recent invasion of Ukraine. Russian information  operations and pro-
paganda have played a central role in justifying and retaining public support for the  invasion. 
Because of the nature of this conflict, it is difficult to closely analyze the specific details as this  
crisis unfolds. However, a careful analysis of historical propaganda can help modern scholars 
identify  patterns to better understand the means and methods of Russian propaganda.  
	 The comparative analysis of ancient and modern propaganda can provide valuable in-
sights into  the diversity of methods during perceived threat or instability. Specifically, during 
the Russo-Ukrainian  War, a case can be made to study the parallels between Russian and Impe-
rial Roman statecraft as the  environment constantly changes. When applying these ideas to a 
specific case study, one could pose the  question: Can the comparative analysis of ancient Rome 
and contemporary Russia’s approaches to  propaganda elucidate the methods and techniques 
of statecraft during times of crisis? Upon closely  examining imperial Roman and modern Rus-
sian propaganda, parallels between specific thematic  elements illustrate a broader connection 
between statecraft and political turmoil. While multiple methods  of statecraft can be compared, 
propaganda and disinformation provide an interesting look not only into a  specific regime’s 
more comprehensive ideological agenda but also highlight areas of concern that the  current 
government believes threaten their security and must be reinforced through this manufactured  
information.  

Developing an Identity 

	 Of the many essential themes or narratives touched upon in propaganda, developing a 
public  identity or persona is central to gaining and maintaining power for both ancient and 
modern governments. The concept of creating a politician so widely popular that they are idol-
ized transcends history, and the  curating of a public image to garner the populace’s trust while 
maintaining the stability of their rule can be  seen even in ancient contexts. Image-building is 
essential during the early period of an individual coming  into power and during unrest. When 
the population is more critical of the acting government, a politician  with a solid public image 
appears to be a guiding hand of confidence who will lead their people through  political turmoil.  
	 While many characteristics may be over-emphasized to the public depending on the 
existing  political climate, many parallels can be drawn between the image-building of early 
Roman emperors and  Vladimir Putin. The emphasis on characteristics such as morality, trust, 
and civil responsibility is  significant during transitional periods when uncertainty is high, such 
as the transition of Rome from  Republic to Empire and Putin’s ascension to the presidency 
following Boris Yeltsin. Therefore, creating  this perfect public image early in a political career 
garners popular support and insulates the individual  from intense domestic scrutiny during tu-
mult. As previously mentioned, the importance of a public image  becomes exceptionally appar-
ent during unrest and conflict, which is especially true for both Imperial  Rome and Russia.  
Since the beginning of his political career, Putin and the Kremlin have been carefully crafting 
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the  ultimate public image of a strong, moral, and patriotic man to lead Russia to greatness. 	
	 From public  relations campaigns that depicted him saving a group of journalists from a 
Siberian tiger to pop songs  being released praising him for his strength and morality, the idea 
of Putin as the ideal Russian man and  leader has been essential to the stability of his reign.1 
Furthermore, in the lead-up to his second election  and the 2014 annexation of Crimea, calen-
dars, magazine covers, and images of Putin during myriad  physical activities were released 
to praise his strength and masculinity.2 However, since the initial  invasion of Ukraine and the 
Wagner mutiny in June 2023, the security and stability of Putin as Russia’s  leader has been 
called into question. These events placed more emphasis on reinforcing Putin’s public  image as 
one of strength and aplomb in the face of adversity. The Kremlin and state media underplayed  
the chaos of the Wagner mutiny even after Yevgeny Prigozhin’s plane crash in August 2023. 
Between the  release of Putin Team Russia merchandise at the Army-2023 forum and videos 
of his warm welcome to  Derbent Dagestan in late June 2023, the media pushed a message to 
the public that everything is in order  and that support for Putin is unwavering.3 Because of the 
extensive work done to manufacture Putin’s  public image early in his career, and despite some 
political missteps, Putin’s domestic approval rating, as  of March 2024, is around 87%.4 
	 Similarly, when Rome was transitioning from a Republic to an Empire, there was a pain-
ful  growth period involving the assassination of Julius Caesar to the bloody civil conflicts that 
ensued to the  ascension of his nephew to the new Imperial throne; and individuals such as 
Augustus understood the  importance of a solid public image. Since the Romans were wary of 
another monarch-type ruler,  Augustus engineered himself to appear trustworthy and pious 
to confirm that his rule was divinely favored. Shortly after he secured his title as Emperor and 
Pontifex Maximus, statues of Augustus donning  robes and general regalia were erected all over 
Rome to demonstrate his religious virtue and military  prowess to citizens.5 Furthermore, Ver-
gil’s Aeneid was a careful piece of propaganda created to not only  attach Augustus to the mythic 
founding of Rome but also to frame his rule as the divine will of the gods.6 Through the Aeneid, 
Vergil communicates to audiences the legitimacy of Augustus’ reign by tracing his  bloodline to 
the goddess Venus and foreshadowing the prosperity that will follow for Rome and its  people.7

	 As is demonstrated in the case of Augustus and the transition of Rome from a Republic 
to an  Empire, most of the propaganda being created focused on Augustus and his legitima-
cy as a ruler. This  promotion was aligned with the timing of Augustus’s ascent to the imperial 
throne, which came during a  period of crisis for the Roman people and when public trust in 
the government as an institution was low.  Instead of creating the image of the best politician 
or government official to run Rome, Augustus focused  his identity-building efforts on creating 
the ultimate Roman. This subtle shift in focus to the individual  greatly aided Augustus’s early 
political success because Romans liked him as a person, which then  enhanced their desire for 

1  Fiona Hill and Clifford G. Gaddy, “Who Is Mr. Putin,” essay, in Mr. Putin: Operative in the Kremlin (Brookings  Institution Press, 2013), 14-16.
2  Valerie Sperling, “Putin’s Macho Personality Cult,” Communist and Post-Communist Studies 49, no. 1 (2016):  13–23, https://doi.org/10.1016/j.
postcomstud.2015.12.00., 15-16.
3  Francis Scarr, Twitter Post, June 2023, 4:33 p.m.,  https://twitter.com/francis_scarr/status/1674154082771107842?s=20.  

4  “Approval of the Authorities,” Levada-Center, accessed April 2024, https://www.levada.ru/en/ratings/.

5  Rosemarie Trentinella, “Roman Portrait Sculpture: The Stylistic Cycle,” The Met’s Heilbrunn Timeline of Art  History, January 1, 1AD, https://
www.metmuseum.org/toah/hd/ropo2/hd_ropo2.htm. 

6  Sabine Grebe, “Augustus’ Divine Authority and Vergil’s Aeneid,” Vergilius 50 (2004): 35–62,  https://doi.org/http://www.jstor.org/sta-
ble/41587284. 

7  Marie-Laure Freyburger-Galland, “Political and Religious Propaganda Between 44 and 27 BC,” Vergilius 55  (2009): 17–30, http://www.jstor.
org/stable/41561878.  
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him to become their ruler. Similarly, Putin emerged onto the Russian political  scene during 
great uncertainty and change. Unhappy with President Boris Yeltsin and the state of the  Rus-
sian Federation after the dissolution of the Soviet Union, Russians were weary of the traditional  
Moscow politician and instead desired someone they could relate to and entrust to strengthen 
the nation.8  Like Augustus, Putin shifted the focus of his public identity-building to center on 
character rather than  political efficacy. In doing so, he conditioned the Russian to like him as a 
person, which then, in turn,  enhanced their trust in him as a president.  
	 Overall, both Augustus, as well as other Roman emperors, and Putin see the importance 
of  creating and maintaining an unimpeachable public image for the security of their regimes. 
Furthermore,  by focusing on similar characteristics, both Roman emperors and Vladimir Putin 
have managed to  transcend the status of popular politician to achieve godlike appearance for 
their domestic audiences. The  solid popular support for these individuals, not just as leaders 
but also as human beings, becomes critical  during tumult, such as the transition of Rome from 
Republic to Empire and Russia’s invasion of Ukraine.  Due to the general public’s strong affinity 
for these individuals, their questionable actions could more  easily be overlooked because of 
this accumulated public trust.  

Historical Manipulation and Collective Memory 

	 During the past few years, Russian disinformation operations and propaganda have tran-
sitioned  their focus from creating Putin’s impenetrable persona to manipulating perceptions of 
history to justify  the invasion of Ukraine. In an attempt to reshape the collective memory of the 
Russian people and  generate popular support for the war, Putin and the Kremlin have worked 
tirelessly to reframe and  sanitize the role of the former Soviet Union during the second world 
war. Victory Day parades,  monuments, and articles penned by Vladimir Putin himself all tell a 
tale of Soviet valor against the evils of Nazis and fascism.9 Evidence of this historical manipula-
tion spans beyond just the narratives of World  War II, which is evident in state-mandated cur-
ricula at the university level and new children’s books that  not only skew the events of World 
War II to elevate the Soviet Union but also claim that Ukraine was  never an independent state 
from Russia.10 Furthermore, to justify and secure public support for the  invasion of Ukraine, 
Putin has been invoking the traumatic times of the Great Patriotic War and the glory  of the 
former Soviet Union.11 Through speeches, articles, historical societies, and new public mon-
uments,  the adoration of “the Great Patriotic War” frames the invasion of Ukraine as Russia 
freeing its people  from “Nazi” and “fascist” rule in Ukraine.12 
	 In the case of the Roman Empire, the manipulation of history was centered around con-
trolling  public memory. Aware of the Roman people’s approbation of another monarch-like 
figure, Augustus  engineered his rule to be seen as divine and with ancient roots. Through the 
creation of the Aeneid, Vergil  created an epic founding story of the Roman people that con-
nected Augustus and his family to this  empire’s mythic beginnings and claimed the rule of 

8  Valerie Sperling, “Putin’s Macho Personality Cult,” Communist and Post-Communist Studies 49, no. 1 (2016): 13 23, https://doi.org/10.1016/j.
postcomstud.2015.12.00.

9  “Vladimir Putin’s Historical Disinformation,” U.S. Department of State, May 6, 2022,  https://www.state.gov/disarming-disinformation/vladi-
mir-putins-historical-disinformation/.
10  Vitaly Shevchenko, “Russia’s New Schoolbook Aims to Justify War on Ukraine,” BBC News, August 9, 2023,  https://www.bbc.com/news/
world-europe-66450520. 

11  “Vladimir Putin’s Historical Disinformation,” U.S. Department of State, May 6, 2022,  https://www.state.gov/disarming-disinformation/vladi-
mir-putins-historical-disinformation/.
12  Daniel Shultz and Christopher Jasparro, “How Does Russia Exploit History and Cultural Heritage,” April 2022,  https://thinktank.theantiqui-
tiescoalition.org/. 
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Augustus to be divinely ordained.13 The Aeneid and  Augustus’s divine family lineage started a 
trend for Roman emperors to associate themselves with  essential figures or deities involved in 
Rome’s early days. Furthermore, the Roman practice of damnatio memoriae (condemnation of 
memory) attempted to manipulate history through the complete erasure of an  individual and 
their deeds.14 Popularized during the Roman Empire, this practice involved removing  names 
and faces from statues, burning books, and defacing graves, which occurred when the emperor 
or  senate deemed an individual so evil that they must be erased from history.15 Of course, this 
was rarely  based on truth and instead was widely known as a fate to befall the political rivals 
of particularly vicious  Emperors, which can be seen in the example of Caracalla, who enacted 
damnatio memoriae after killing  his brother and rival Geta.16 
	 Both Rome and Russia identified the importance of history and collective memory rela-
tive to the  security of their rulers. Furthermore, both Imperial Rome and Russia invoked these 
historical narratives  during times of perceived high instability. Rome manipulated history 
during transitional periods between  forms of government and Emperors, and Russia has acted 
similarly to justify the invasion of Ukraine.  Both nations successfully invoke collective memory 
by manipulating history to achieve a specific  political goal.  

Censorship 

	 Finally, Russia’s extensive information operations and propaganda efforts would not be 
as  successful for its domestic audience without the onerous censorship of Russian media. For 
many  oppressive political regimes, the most effective way of ensuring that propaganda func-
tions as intended is  by restricting other information from their people. Russia has undertaken 
extensive measures to ensure  the isolation of the public from any international news or media 
that threatens Russian political ideology.  While the Russian constitution bans the act of censor-
ship, other laws regarding slander and defamation  promote self-censorship for Russian media 
platforms that fear breaking the law.17 To further achieve its  goal of information restriction, the 
Russian government relies heavily on its extremism law to ban social  media platforms.18 Since 
the invasion of Ukraine, there has been a greater effort from the Russian  government to censor 
social media platforms, restricting sites like Facebook, Twitter, and Instagram  because these 
platforms were either editing Russian content or promoting extremist ideas that harm  Rus-
sia.19 The Russian government has made a disinformation ecosystem that allows propaganda to  
flourish by creating its own internet service, alternative social media platforms, and state-run 
news media,  as well as banning media and publications that contradict Russia’s ideological 
goals.20 
	 Similarly, in Imperial Rome, there was also a significant shift in censorship to manipulate 

13  Marie-Laure Freyburger-Galland, “Political and Religious Propaganda Between 44 and 27 BC,” Vergilius 55  (2009): 17–30, http://www.jstor.
org/stable/41561878, 17-18. 

14  Susan Rahyab, “Censorship and Book-Burning in Imperial Rome and Egypt” (dissertation, CUNY Academic  Works, 2020). 3-4.
15  Ibid. 

16  Anne Leader, “A Not-so-Festive Case of Fratricide: Caracalla Murdered His Brother on 19 December 221 CE.,”  Italian Art Society, accessed 
August 24, 2023, https://www.italianartsociety.org/2015/12/a-not-so-festive-case-of fratricide-on-19-december-221-ce-caracalla-killed-his-
brother-geta-in-order-to-gain-full-command-of-the-roman empire/.
17  Greg Simons, “Russian Media and Censorship: A Means or an End?,” Russian Journal of Communication 7, no.  3 (2015): 300–312, https://doi.or
g/10.1080/19409419.2015.1082438, 2-3.
18  Ibid.
19  Alexander Marrow and Elizabeth Culliford, “Russia to Restrict Facebook Access for ‘censoring’ Its Media,”  Reuters, February 26, 2022, 
https://www.reuters.com/business/media-telecom/russia-limit-facebook-access response-media-censorship-2022-02-25/.
20  Shannon Bond and Bobby Allyn, “Russia Is Restricting Social Media. Here’s What We Know,” NPR, March 21,  2022, https://www.npr.
org/2022/03/07/1085025672/russia-social-media-ban.
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public  opinion. During the Republican era, the action of censorship was primarily concerned 
with religious texts  and practices that threatened the more significant Roman social order, an 
example of which can be seen  through the banning of the Bacchanalia.21 However, beginning 
with the reign of Augustus, this  censorship began targeting people and works that threatened 
the power and political legitimacy of the  emperor. During his reign, Augustus combined a 
law from the Twelve Tables with the laws of treason,  which made written works subject to the 
charge of treason.22 This effort, combined with the burning of  over 2,000 prophetic texts in the 
year 12 BCE, illustrates both a shift in focus of censorship and  Augustus’s understanding of the 
importance of protecting his rule.23 Throughout the Imperial age, from  Augustus until the fall 
of the Western Roman Empire, book burning, damnatio memoriae, and executions  were done to 
protect the emperor, his authority, and the information circulated to the public. This  censor-
ship illustrates the fragility of the emperor’s position and the threat that criticisms or contradic-
tory  information posed to the Imperial throne. 
	 The parallels between the Kremlin and Imperial Rome’s use of censorship, to not only in-
sulate  their people but also to create an environment where certain propaganda narratives can 
flourish, illustrates  both the understanding of the importance of the conditions necessary for 
disinformation to thrive and the  strict security of the regime that calls for such an insular soci-
ety. Furthermore, while censorship may not  be considered a traditional form of propaganda, its 
role in repression and manipulating public memory  proves to be an invaluable tool for those in 
power. As both Rome and Russia illustrate, censorshp plays a  significant role in ensuring that 
propaganda and disinformation are effective, which becomes especially  important in times of 
perceived insecurity or crisis. When examining ancient examples such as  Caracalla’s erasure 
of his brother Geta’s memory and contemporary events like Russia’s suppression of  dissident 
information during the Russian invasion of Ukraine, one can discern what is being targeted by  
these regimes as a perceived threat. 

Conclusion 

	 The close study of trends in propaganda and disinformation can provide dramatic in-
sights into the  political climate of a particular nation. Specifically, shifts in either the narrative 
or dissemination of  propaganda during great conflict or inner turmoil expose what other coun-
tries might perceive as  weaknesses of a particular government, thus affirming these points 
of contention as a legitimate threat  against their regime. Especially for volatile environments 
such as the Russo-Ukrainian War, the  comparison between the Kremlin’s recent methods of 
propaganda and disinformation and that of Imperial  Rome helps identify patterns in statecraft 
that would otherwise be challenging to ascertain if only  studying the contemporary evidence 
of an ongoing conflict. Ultimately, the comparative analysis of  Imperial Roman and modern 
Russian propaganda and disinformation facilitates a unique and insightful  examination of the 
continuities and changes in political propaganda as nations face times of instability  and strain. 

21  Susan Rahyab, “Censorship and Book-Burning in Imperial Rome and Egypt” (dissertation, CUNY Academic  Works, 2020). 5-7. 

22  Ibid, 9-10.
23  Ibid
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ABSTRACT 
Chile’s rate of road fatalities and pedestrian deaths has remained a global outlier, even as 
comparable  states have reduced occurrences. Santiago, Chile’s capital and one of the most 
urbanized cities in Latin  America, serves as a unique product of competing urban design 
ideologies put forth by democratic and  authoritarian governments throughout the 20th 
century; and the social and economic stratification created  has continued to present 
challenges for solving urban planning issues in modern Santiago. Recent  adjustments in 
traffic laws have begun a reduction in road fatalities, but they still do not account for the  
discrepancy between Chile and other states. This is due to the failure to address the underlying 
problem of  urban design solely shaped to create profit, which has ignored lower-income 
sectors of the population  who rely heavily on walkability in urban areas.  

The Case Of Santiago De Chile: Pedestrian Deaths, 
Neo-Liberal Urbanism, And  Insufficient Traffic Policy 

Reform 
Olivia Maurer 
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Introduction: Pedestrian Deaths in Perspective 

	 Out of all the members of the Organization for Economic Co-operation and Develop-
ment  (OECD), Chile has led in most road fatalities since 1998 per 10,000 vehicles, with more 
than five  fatalities per registered 10,000 vehicles, compared to the OECD average of less than 
one. Furthermore, in  recent years, as safety issues have become more widely addressed, other 
states have made significant  progress in reducing their rates. Between 2001 and 2013, Germa-
ny lessened road fatalities by 50% and  Spain by 70%, as Chile reduced by 10% (OECD, 2021). 
The long-term trend for road deaths points to  stagnation in Chile. Between 2000 and 2019, the 
number of annual road fatalities fluctuated at around  2,000 deaths per year. In 2019, Chile reg-
istered 1,973 road deaths – a 0.9% increase from 2018. Even  besides fatalities per vehicle, Chile 
experienced 10.5 traffic deaths per 100,000 inhabitants. The average  in the European Union 
in 2019 was 5.1 deaths per 100,000 inhabitants (International Transport Forum,  2019). These 
staggering statistics show Chile to be an outlier in traffic fatalities and lead us to question  the 
causes and policies that have created this phenomenon and how it plays out in the daily lives of  
Chileans.  
	 Traffic accidents will become the fifth main cause of death by the year 2030, according to 
the  World Health Organization (WHO) (2015). However, traffic crashes are accepted for the most 
part to be  caused by known and preventable causes, such as speeding, distracted driving or 
driving under the  influence, non-use of seat belts, and lack of respect for vulnerable road users 
such as cyclists and  pedestrians (UNECE, 2009). If the correlation between these factors and 
traffic accidents and fatalities is  agreed upon, then why has the problem stagnated in places 
with high levels of traffic fatalities such as  Chile? 
	 As is in many situations in both life and policy, there is a gap between knowing and doing,  
especially when these traffic fatalities disproportionately impact lower-class citizens who have 
less access  to and influence in the policy-making process. Some of the most socially vulnerable 
individuals in traffic  accidents are pedestrians, who account for a third of Chilean road deaths 
(International Transport Forum,  2019), as well as one-quarter of global road traffic deaths 
(WHO, 2013a). Though pedestrians with physical disabilities are not a high portion of the pedes-
trian population, they are at a particularly high risk  of injury and death in traffic collisions. The 
pedestrian population remains vulnerable both to factors in  the built environment as well as 
the demographic characteristics of pedestrians at-risk (Stoker et al., 2015). Some of the only re-
search on this topic in this area has been conducted to prevent pedestrian specific traffic fatali-
ties around bus stops and schools in Santiago, but that is because child deaths are  sympathetic 
to the public, though the 0-14 age group is the least at risk of traffic fatalities (International  
Transport Forum, 2019). Outside of involving children, pedestrian deaths are primarily seen as 
the result  of carelessness on the part of pedestrians instead of drivers. Children are absolved of 
the responsibility to  obey street signs and only cross the street on sidewalks, but for all others, 
they must be obeyed without  question.  
	 In an ideal world, this mentality would be understandable, but when cities are designed to  
prioritize the efficiency of car travel over the needs of the pedestrian and land usage regulations 
allow for  massive highways near businesses that are frequented by pedestrians, a disregard for 
street guidelines will  occur. Since the early 2000s, the National Road Safety Commission (Comis-
ión Nacional de Seguridad de  Tránsito, or CONASET) has both proposed and implemented many 
policies to lessen traffic fatalities by  regulating the behavior of cars, such as harsher restrictions 
on inappropriate speed and alcohol use, but  they have not concretely addressed the underlying 
issues that cause pedestrian deaths in the first place. The built environment should be designed 
to protect and provide security for pedestrians, but that is not  always the expressed intention 
or focus. Pedestrians face risk from a variety of factors, including urban  development patterns 
and land usage, difficulties related to pedestrian walkability, such as poor lighting  and a lack of 
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crosswalks, and risky car behavior. Incident-inducing characteristics of the built  environment 
are not solely dependent on the actions of individuals, both pedestrians and vehicles, but the  
infrastructure can inform those actions, visibility, traffic volume, and speed. This work exam-
ines how  policy designs have influenced the frequency of pedestrian deaths in Chile’s capital 
city, Santiago, one of  the most urbanized cities in Latin America. My initial research question 
asks why Chile has such a high  level of pedestrian deaths and whether pedestrian deaths are 
due to poor policy decisions.

Literature Review 

Urban Development Priorities: Frei Administration to Pinochet Military Junta 
	 Santiago has undergone various eras of urban development with contradictory goals be-
ing pushed  by different government administrations, creating a unique history of urbanization 
that provides important  context to understanding its modern issues. Though the city has grown 
since 1541 after being founded by  a group of Spanish conquistadors, the story of modern San-
tiago begins with the dictatorship of Augusto  Pinochet in 1974, whose economic reforms led by 
neoliberalism were a sharp departure from the state owned industries and centrally-planned 
economic programs previously championed by Salvador  Allende’s Marxist government. 
	 Influenced by the “Chicago Boys,” a group of primarily United States-educated econo-
mists who  advocated for libertarian economic policies such as privatization and widespread 
deregulation, urban  design practitioners began to focus specifically on crafting policies that 
prioritized profit above all social  considerations to fit within the neoliberal framework. Pro-
fessor Francisco Vergara Perucich from  Universidad de Las Américas states that this is a phe-
nomenon within metropolises of the Global South,  “an area where neoliberalism has reshaped 
cities for the sake of increasing capital, thereby fostering a  sense that the development of a city 
is a financial investment rather than a social project” (Perucich, 2019,  p. 3). This intense focus 
on profit margin has reduced urban development in Chile to define economic  gross as the main 
goal of human activities and disregards the role of urban design to “involve cohesive  socio-cul-
tural values that shaped cities and maintain equilibrium based on human values” (Golany, 
1995),  and serve as “the discipline through which social aspirations can be realized physically” 
(Canniffe, 2006,  p. 1).
	 The institution of a military dictatorship makes it obvious that an open and free state 
would not be  entirely aligned with the administration’s goals, but acknowledging the intense 
and expressed focus of  urban design solely for economic benefit is important to note when 
understanding the history of urban  design in Chile in the 1970s, exposing the true character 
of what the regime held to be the conception of  socioeconomic development. This shift in the 
institutional framework led to a change from Diseño  Urbano Social (Social-Oriented Urban De-
sign) to Diseño Urbano de Mercado (Market-Oriented Urban  Design). While practitioners under 
Diseño Urbano Social produced urbanism aiming to contest capitalist  ideals and advance social 
justice, under the framework constraints of Diseño Urbano de Mercado,  attention was focused 
on supply and demand and the needs of real estate investors (Perucich, 2019). In the adminis-
tration of Jorge Alessandri (1958-1964), the policies in place were within the framework of  the 
market economy but held a certain degree of protection for the country’s business sector. They 
also  modeled tax exemptions laws for builders off policies in the United States, creating the 
Sistema Nacional  de Ahorro y Préstamos (National Savings and Loan System [SINAP]). These poli-
cies put pressure on the  state from the public to assist low-income sectors, as they favored the 
middle and upper-income levels.  Development continued but was still seen as insufficient with 
the overhanging accumulated deficit. The  policies, however, did further the creation of callam-
pas, the illegal construction of dwellings, and the  occupation of periphery urban lands, which 
planted the seed for spatial segregation (Perucich, 2019). The Frei administration created the 
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Ministerio de Vivienda y Urbanismo (Ministry of Housing and Urban  Affairs), whose objective was 
to curtail the housing shortage by encouraging the production of housing  with a policy of popu-
lar participation and income redistribution that would also stimulate the internal  market. Frei’s 
programs showed ambition and a desire to reform the liberalism shown in the previous  admin-
istration with which the business class had grown dissatisfied. While they were fairly successful 
in  construction, the response was not the enthusiastic social mobilization to support the ad-
ministration’s  policies that they had hoped for, and the allocation of resources had not appro-
priately considered inflation  (Boano & Vergara-Perucich, 2017). 
	 Allende’s socialist faction gained popularity as people began to search for more extreme  
solutions, as the shantytown callampas and conventillos (deteriorated rental housing or tene-
ments in the  central areas of Santiago) grew by 300,000 inhabitants. Allende’s administration 
was the best equipped of  the administrations so far to deal with the housing crisis, and the 
ideological changes that came with his  administration shifted institutional priority to that of 
Diseño Urbano Social (Social-Oriented Urban  Design). However, at a certain point, the intense 
growing need for housing that led some to critique the  administration was absorbed with the 
critiques of those who had political opposition to the administration  due to its Marxist and so-
cialist identity. The obfuscation of the need for resources into a mechanism to  achieve political 
upheaval was a factor leading to the September 1973 military coup of the Allende  government. 
Though there was significant government-led housing development, an average of 40,000  
houses per year under Frei and 52,000 per year under Allende, this period revealed the capa-
bility of  overcoming inherent obstacles of the urban environment, but it was jettisoned by the 
incoming military  junta for its incompatibility with the prevailing ideology (Perucich, 2019).  
	 The urban policies instituted under Pinochet’s regime exemplified “an obsessive faith in 
the  liberating forces of the marketplace as the motor for national growth” (Kusnetzoff, 1987, 
pg. 8). Política  Nacional de Desarrollo Urbano, published in 1979, stated that urban planning 
development “will be  aimed at making the process of urban development compatible with the 
global model of the country’s  development, creating the conditions most convenient for facili-
tating the operation of the urban land market” (MINVU, 1979). This negatively impacted access 
to housing and urban services, especially for  the poorest of the poor, and made clear that the 
administration’s chief priority was profit, not people. In 1985, the government developed a new 
national policy to deal with the effects of the acceleration of  the informal settlements that in-
creased due to the 1979 policy, reaching close to a million households by  1989. The 1985 mod-
ified policy was organized as a public-private agreement between state and free market agents– 
the política adjusada (adjusted policy) designed a necessity of creating planning  instruments at 
a municipal level coordinated by local authorities. While this was seen as an improvement,  the 
policy retained the guiding principle of urban development led by free-market rules and a set of  
permissive ad hoc regulations that were designed to extricate as much profit as possible from 
urban  development projects. While this began a public-private partnership with the Chilean 
government, leading  to urban growth seen as exemplary by those who value profitability, the 
uneven development of the city  has created decades-long problems for modern practitioners to 
solve (Boano & Vergara-Perucich, 2017).  The focus on market-based strategies above all plan-
ning priorities during the Pinochet dictatorship has  been described by modern scholars as an 
“ideological black box” that worked to idealize the free market  and install profit as the primary 
goal for not just infrastructure, but also education, health, and a variety of  public sectors. This 
neoliberal model through policy strongly encouraged Chileans to become more  consump-
tion-oriented and to foster the idea of the entrepreneurial spirit as a way to encourage a shift  
away from more traditional and collective values.
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Social Segmentation and Sprawl: Historical to Modern 
	 Policies put in place in the Pinochet dictatorship encouraged a great deal of real-estate 
speculation  that led to the middle and upper-income sectors gaining privileged locations with-
in metropolitan  Santiago, especially in the communes of the Oriente area, leading housing con-
struction to reach an  estimated 58% of the total urban land supply being inhabited by only 12% 
of the population of Santiago  (Sabatini, 2000). Only a few years later, the Ministerio de Vivienda y 
Urbanismo loosened control over  urban land by abolishing the urban limits of Santiago. This act, 
established by Decree No. 420, added  64,000 hectares to the existing 36,000 hectares which 
tripled the potential land market (Hechos Urbanos).  This also signaled a shift in attitude that 
urban land is not scarce but can be expanded as much as the  market desires. While this was 
designed to increase the supply of land to broaden accessibility to  marginalized populations 
because of high prices, it actually drastically increased prices of this previously  fringe land as 
well as prices for the urban interior. Arnold Harberger, an economic advisor to Pinochet,  had 
believed that the limitation of the urban area by artificial regulatory instruments was the cause 
of the  unbalanced differences in land values between urban land and surrounding rural land 
(Sabatini, 2000).  The drastic expansion of urban boundaries encouraged the development of 
residential segregation. This  sprawl of urban areas and spatial fragmentation due to social and 
economic stratification has persisted in  modern Santiago and presents challenges for practi-
tioners today to work to impact change and solve  issues within certain sectors that reflect onto 
the whole city.  

Urban Policy Today 
	 In 1990 Chile began the transition back to a democracy, and in that period, Santiago 
underwent a  series of transformations, including the changing lifestyles of inhabitants and the 
emergence of new social  systems, but also a reckoning with what would be the extent of the 
dominance of market-oriented policies  in deciding the future of urban areas and the level of 
flexibility available in the urban development  process. The speed and shift to try to move away 
from repressive Pinochet policies led Santiago to  become even more fragmented and uneven. 
Like in the transition between previous administrations, the  primary strategy in Chile for re-
sponding and adjusting to changes was through urban development projects, which in this 
context can be interpreted as specific urban interventions that aim to resolve or  relieve gaps 
or urban issues by working to provide a better public good (Perucich, 2019). The idea that the  
city’s design has led to uneven development and the creation of housing without ensuring ac-
cess to public  goods per area has been recognized, and attempts at adjustment have been made 
by politicians in the  2000s. In 2012, President Sebastián Piñera gathered a board of specialists 
to redesign the National Policy  for Urban Development, which had a greater amount of input 
from a variety of actors than the previous  two revisions. Specifically focused on spatial segrega-
tion, this policy attempted to lessen the blatant  division of economic growth in the city, which 
is the most segregated among OECD countries (OECD,  2013). The spatial segregation can be 
observed in Chart 1, from the article “Space and Social Capital:  Social Contacts in a Segregated 
City” by Otero et al. (2022). 
	 While spatial segregation describes the makeup of the people living in different areas, 
segmentation is a business term that refers to a strategy for allocating resources. Therefore, 
segmentation is a conscious action that divides a community into markets depending on their 
demands, interests, and especially their purchasing capacity. This process is inherent to the 
idea of a city design governed by the principles of neoliberalism, creating space for the rich and 
the poor, which also leads to social segregation by class, but also frequently ethnicity, race, lan-
guage, etc.
	 Urban sprawl is associated with the fatality of pedestrian collisions, as a 2003 study
found a connection where each 1 percent decrease in sprawl resulted in a 1.49 percent de-
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crease in traffic-related fatalities overall, as well as 
between 1.47 and 3.56 percent decrease specifically in 
pedestrian fatality rates (Ewing, Schweiber, & Zegeer, 
2003). Urban sprawl can be defined by four character-
istics: “1. a widely dispersed population and low-den-
sity development; 2. the rigid separation of residential, 
commercial, industrial, and office uses; 3. poorly-de-
fined activity centers; and 4. a road network typified by 
large blocks and poor connectivity” (Ewing, Pendall, 
& Chen, 2003). A 2011 study found that denser street 
networks with a higher number of
intersections (which is the opposite of urban sprawl) 
had fewer crashes across all levels of severity.
Vehicle-pedestrian collisions that occur in areas near 
schools and neighborhoods with mixed land use also 
had a lower rate of injury and death when compared to 
collisions with other development styles. Another study 

found that the presence of strip malls and big-box retail stores along with the high mileage of 
arterial roadways (another factor common in urban sprawl) are determinants of traffic injury 
rates (Dumbaugh & Li, 2011).

Walkability: The Culture of Transportation 
	 To the U.S. reader, the idea of walkability may produce a variety of images based on lived  
experiences and perceptions of the level of “accepted” walkability in U.S. cities, and the lack of  
walkability supported by infrastructure in suburban and rural areas. It is important to note the 
cultural  differences between the United States and the culture of transportation in Latin Ameri-
can communities.  
	 Definitions of walkability are wide-ranging; some refer to the physical infrastructure and 
urban  characteristics that create walkable places or the social and health-related effects that 
come from walkable  environments, but other times it is used as a proxy term for better design 
in urban planning to mean  increased levels of accessibility, safety, feasibility, comfort, or plea-
surability (Forsyth, 2015). The  majority of studies on walkability come from Europe or North 
America, where cars are relied on most for  transportation, while many countries in the Global 
South, like Chile, have high levels of walking, even as  cars have become more prevalent. Some 
believe this gap is partially due to the limited access to cars for a  majority of the population, as 
only 40% of households in Santiago have cars (Sagaris et al., 2017).  Sagaris’s (2017) analysis of 
Santiago’s 34 urban comunas (municipal planning areas) shows that car  ownership (as well as 
wealth) is concentrated in only four to six comunas, those that are located on the  city’s eastern 
edge rising into the Andean foothills. Despite industrial pressures, economic changes, and a  
push for cultural changes (stretching back to the Pinochet era), walking has remained the main 
transport  mode. Urban policies since the 1980s up until very recently have reflected the global 
focus on  “automobility,” the idea that cars are a vehicle (pun intended) of freedom, economic 
development, and  social progress, and communities should be designed with their needs prior-
itized, which has led to their  domination (Beckmann, 2001; Sheller & Urry, 2000). 
	 Following the Pinchot dictatorship, Chile’s subsequent period of economic growth includ-
ed the  development of urban highways within the country but especially in Santiago, and these 
were planned by  the government under neoliberal policies, but constructed by private compa-
nies under Build, Operate, and  Transfer (BOT) concessions. These contracts guaranteed reve-
nues of up to 75% of the initial investments,  controversial when considering that urban high-
way concessions from these toll-highways were $215  million in 2017, and from 2004 to 2015 
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seven major urban highways were built totaling 200km. These  have stretched into surrounding 
areas and communities, creating gated communities without walkable  infrastructure as well as 
isolating large sections of the city, particularly low-income communities that  cannot afford to 
use them (Figueroa, Greene, & Mora, 2018; Sagaris & Landon, 2017). This car-centric  attitude 
can be seen plainly in the distribution of investments in the built environment of Santiago  be-
tween 2010 and 2016, when 30% of spending for transport projects was subsidized for urban 
highways  and 7.7% for improvements and repairs on existing roadways, with just 2.8% invest-
ment in that period  toward walking (Coalición por un Transporte Justo, 2016; Sagaris & Tizna-
do-Aitken, 2020). Thirty-two  percent of sidewalks in Chile’s main cities are in poor condition, 
according to a 2014 report (Cámara  Chilena de la Construcción, 2014). The General Ordinance of 
Urbanism and Construction (Ordenanza  General de Urbanismo y Construcciones) defines the street 
as a “vehicular road of any type that  communicates with other roads and that includes both 
roads and sidewalks,” the language of which makes  motorized vehicles the priority and purpose 
of all streets, ignoring their role as public spaces for  pedestrians and cyclists as well (Ministerio 
de Vivienda y Urbanismo, 2010, Article 1.1.2). 
	 As continuous economic growth has continued into the 2000s and 2010s, car ownership 
has  become more accessible for low-income groups, but in the same period walking trips have 
only decreased  slightly, and not at the same level as the rise in cars, showing a persistence in 
walkability as a mode of  transportation instead of simply a lesser alternative when cars are not 
available. From 2001 to 2012, the  number of vehicles per household in the lower-income group 
rose from 0.13 to 0.17 and 1.5 to 1.65  vehicles per household for higher-income groups, a 31% 
growth in the lower-income group and 17% in  the higher-income group (Herrera & Razmilic, 
2016). The overall number of walking trips in Santiago  among lower and middle-income groups 
at this time only decreased slightly from 36.7% to 34.5%  (Herrera & Razmilic, 2016).
	 This persistence shows walking to be more than a transport of convenience or due to low 
income,  but is a social and cultural part of the city and urban life. Besides the cultural reasons 
and economic  accessibility of walking as transit, many have come to recognize the benefits of 
walking as a method of  sustainable development. Data on the purpose of walking trips suggests 
that the frequency may reflect the  traditional organization of urban life with high density and 
mixed land use (outside of segmented high income suburbs), where grocery stores are locat-
ed walkable distances from residential communities  (Herrmann-Lunecke, Geraldine, Mora, & 
Sagaris, 2020). Another factor could be the usage of public  space in Latin American cultures, 
through events like street fairs, street festivals, and street markets;  historically the street in 
Chile has been called “the living room of the people.” The layout of Chilean  streets may also be 
a factor in encouraging walking, as they were developed as orthogonal grids (damero  español), 
which favor pedestrian movement and allow for mixed-use urban development (Herrmann 
Lunecke, Geraldine, Mora, & Sagaris, 2020). These cultural elements strengthen the argument 
that  walking as transportation is more than just economics.  
	 Despite the positives of walkability as a public health, economic, and sustainability mea-
sure, the  current status of walkability in cities still presents many challenges for pedestrians, 
and since pedestrians  tend to be women, the elderly, and low-income individuals, these chal-
lenges are disproportionately  affecting these already marginalized identities. Walking com-
prises more than half of daily trips in  Santiago’s poorest comunas. Women account for a high 
percentage of walkers (56% to 77%) (Sectra,  2012), and walking has been associated with care-
tasks, such as shopping, dropping off or picking others  up, and health visits, accounting for 47% 
of daily trips and 64% of weekend trips, more than work (38%),  education (10%), and recreation 
(6%) (Sagaris & Tiznado-Aitken, 2020). Aside from the frequency of  these trips on infrastruc-
ture not always catered to pedestrians, women are particularly vulnerable due to  conditions 
that can leave them exposed to sexual harassment, crime, or violence that would be less  preva-
lent in vehicles (Seedat, MacKenzie, & Mohad, 2006, p. 150). While the idea of the “average  com-
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muter” suggests a trip straight from home to work and back, women also more frequently have  
multiple stops within a single trip, stopping for groceries, picking up children from school, etc.

A Review of Transportation Policy Developments and Change in Santiago 

	 The National Road Safety Commission (Comisiòn Nacional de Seguridad de Tránsito or  
CONASET) was created on December 27, 1993, as a presidential advisory committee through 
Supreme  Decree 223. Using the “2011 Simplified Methodology for Estimating the Social Ben-
efits of Reducing  Accidents in Interurban Road Projects” from the Road and Urban Transport 
Programme of the Ministry  of Transport and Telecommunications and the Ministry of Social 
Development, CONASET determined  that the estimated cost of traffic crashes in 2019 was USD 
5.4 billion, equivalent to approximately 2.2%  of Chile’s GDP. I will be focusing on major changes 
implemented by CONASET between 20013 and  2019, as fatalities fluctuate with no clear trend 
of lessening fatalities emerging. 
	 In 2017, Chile updated its National Road Safety Policy which serves as the general strate-
gic  guide that had originally been written in 1993. Similar to the 2012 redesign of the National 
Policy for  Urban Development, this policy was created through a participatory process that 
included involvement  from a variety of stakeholders, experts on road safety, citizens’ groups, 
public and private entities, and  road traffic victims associations. This rework created an updat-
ed strategic framework that would lead to a  concrete action plan focused on the five strategic 
pillars of the United Nations’ Decade of Action for  Road Safety, road safety management, safer 
vehicles, safer road users, post-crash response, and safer  driving environments. Chile’s Nation-
al Accord for Road Safety in 2018 created priority action items  which were then used to develop 
the framework of the National Road Safety Strategy 2021-2030. This strategy’s expressed goal 
contained a new target to reduce road fatalities by 30% by the year 2030 in  comparison to the 
average number of fatalities in the period 2011-19 (International Transport Forum,  2019).  
	 Recent changes have been focused on policing driver behaviors, specifically inappropri-
ate speed  and alcohol usage. In 2018, the Chilean Congress approved a bill to reduce the urban 
speed limit from 60  to 50 km/h. This initiative had been a priority of the Ministry of Transport 
and Telecommunications for  years. This modest change in speed is significant, as when struck 
by a vehicle traveling 64.4 km/h (40  mph) a pedestrian has an 85 percent chance of death, but 
fatality does drop to 45% at 48.2 km/h (30 mph) (UK Department of Transport, 1997). However, 
the single most consequential intervention in reducing  pedestrian fatality rates and injuries 
is roadway treatments such as the installation of frequent stop signs  and narrowing roadways 
(Stoker et al., 2015). The Ministry of Transport and Telecommunications has  begun to aim for 
Congress to allow automated speed management, but it is still in very early stages  (Internation-
al Transport Forum, 2019). 
	 Drunk driving has been the topic of various pieces of legislation in the 2010s. In 2012, 
a new law  was introduced to show a zero-tolerance policy. This set the maximum permissible 
blood alcohol content  (BAC) at 0.3 g/l. The law defines driving under the influence of alcohol as 
driving with a BAC between  0.8 g/l and 0.3 g/l, while much tougher sanctions are implement-
ed for driving while intoxicated, which is  defined as driving with a BAC over 0.8 g/l. Sanctions 
include license suspension or annulment. Fatalities  due to drunk driving declined almost 30% 
after the introduction of this law, from 267 in 2011 to 192 in  2012. Since the number of alco-
hol-related fatalities has remained around 10% of total fatalities, in 2019  9.6% of total road 
deaths (190) were related to alcohol. Beyond just laws related to drunk driving, a  particularly 
high-profile law that more severely punishes drunk drivers responsible for serious injuries or  
fatal crashes was passed in 2014 called Emilia’s Law. Exacerbating the sanctions of the 2012 
zero tolerance law, a driver is subjected to at least one year of imprisonment and potentially 
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disqualified to  drive for life. It also criminalized fleeing the scene or refusing an alcohol test. 
	 The Chilean government has begun extremely recently showing an acknowledgment of  
pedestrian safety and pedestrian fatalities, but these policies have not been established and 
implemented  long enough to determine a change, especially with the drastic change in trans-
portation rates since the  onset of the COVID-19 virus in early 2020. In 2020, The National Day 
of Remembrance for Road Traffic  Victims was established as the third Sunday of November. 
CONASET and the Ministry for Transport and  Telecommunications also in 2020 published a 
guide as a way of technical support for implementing  tactical bike lanes, sidewalk extensions 
for walking and queuing, public transportation sanitization, and  physical distancing for pas-
sengers, as a response to COVID-19, but it actually contained many of  progressive planning 
measures that were being advocated for before the pandemic. Decree no. 71/2019,  published 
in 2020, modified the standard road-traffic sign manual to incorporate the new design of  infor-
mation signs related to road traffic co-existence. This was the result of the collaboration of the  
advocacy working groups that came from the road coexistence law, including participation from 
the  Ministry of Public Works, Ministry of Transport, and CONASET. 

CONASET Data Analysis 

	 I intend my research to be a successor to an article published in late 2019 by Martínez 
and  Contreras entitled “The Effects of Chile’s 2005 Traffic Law Reform and In-Country Socio-
economic  Differences on Road Traffic Deaths among Children Aged 0-14 Years,” which looked 
at those effects up  until 2013. The 2005 reform introduced child restraint systems (CRS) for 
children under four years old,  mandated seat belt use for all vehicle occupants, prohibited the 
use of cellphones while driving, and increased penalties for drunk driving, among others. The 
conclusion of the report saw a decrease in road  traffic crashes during the 2002–2013 period 
and a significant reduction in the trends of road traffic  collisions for children, but more sig-
nificantly for child passengers rather than child pedestrians. During  the 2002–2013 period, 
34,492 road traffic collisions (RTCs) involved passengers aged 0–14 years,  causing 510 deaths 
among that age group, while there were 21,675 road traffic collisions (RTCs) that  involved pe-
destrians aged 0–14 years, resulting in the death of 535 people from this age group. This  article 
also found that road traffic deaths (RTDs) of pedestrians and passengers in this age group fell  
during the 2002-2013 period, from 2.48 and 1.71 deaths for every 100,000 vehicles in 2002 to 
0.63 and  0.89 for every 100,000 vehicles in 2013, respectively. However, as discussed in my in-
troduction, children  are not the only vulnerable population group of pedestrians; all pedestri-
ans are vulnerable, which is why  my analysis looks at changes in the overall traffic fatality rate 
and the pedestrian fatality rate. My analysis  follows the period examined (2002-2013) to ana-
lyze the changes after the major updates of the 2010s: the  reduction in speed legislation from 
2018, the 2012 and 2014 (Emilia’s Law) reforms related to alcohol  use, and the overall updates 
in the National Road Safety Policy from 2017. I utilize CONASET data to  determine if there is a 
significant change in the overall number of traffic fatalities. Though it may be too  recent to ex-
amine these impacts fully, the changes from the 2005 period of reforms have stagnated which  
needs to be addressed. It may be too short of a time period to adequately assess the impact of 
these laws,  but the global rate of traffic fatalities and pedestrian deaths has fallen dramatically 
in 2020 and 2021 due  to changes in transportation rates due to COVID-19, which has made the 
2020 and 2021 data outliers and  not reliable enough to be considered an extension of a trend. 
In 2020, in Santiago the number of vehicles  in traffic decreased by 65% due to changes in life-
style and public accessibility during the pandemic (Road  Safety Annual Report Chile, 2019).  
	 In 2013, the number of traffic fatalities was 1,632. In 2019, the number of traffic fatalities 
was  1,617. By calculating (% increase = 100 x (final - initial)/initial), this change is only a .9% 
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decrease in the  rate of traffic fatalities, which is not a significant change.1 In the brief aftermath 
of the 2005 traffic  reforms, the number of traffic fatalities fell from 1,626 to 1,652 in 2006, to 
1,645 in 2007, and an almost  record high of 1,782 (not reached since 1998), showing the trend 
to reduction as irregular then as well.  The lack of significant change in Chile’s overall rate of 
traffic fatalities between 2013 and 2019 suggests  that the traffic reform policies of the 2010s 
have not made a meaningful impact on the rate of traffic  fatalities.  
	 However, regardless of the weak decrease in traffic fatalities, the rate of change in pe-
destrian  fatalities between 2013-2019 was more meaningful. The rate of change in pedestrian 
deaths from 2013 to  2019 was 18.3%, a major difference, surprising when looking at the fairly 
stagnant rate of change in road  fatalities. In this analysis, I have discovered that Chile’s high 
rate of pedestrian deaths has been somewhat  exaggerated due to the high rate of traffic fatali-
ties, and though Chile still has the highest rate of  pedestrian deaths among OECD countries at 
3.551 per hundred thousand population, it has experienced a  noteworthy reduction percent-
agewise. I had not foreseen this, as the high overall rates disguised the  change over time in this 
exact period. However, with the lack of accessible multivariate data that includes  the location 
of collisions as well as the type of road user, we are unable to ascribe whether these  pedestrian 
deaths were due to changes in infrastructure at certain locations, which has been attributed to  
be a major component of lessening pedestrian deaths in other studies (Rothman et al., 2019; 
Schmitt, 2020). 
	 As discussed in many sources, a more thorough evaluation and understanding of the 
impact of  these policies will come with time, but the breadth of policy regulations shows an 
exciting amount of  interest in road safety issues. Though there has been a decrease in pedes-

trian deaths, 665 in 2019 is still  exorbitantly high in my opinion, especially when as we have 
discussed heavily, so many are preventable.  Pedestrians continue to be the group the most 
affected by road crashes, in 2019 accounting for the largest share of road deaths, with 34% of 
the total, and occupants of passenger cars lagging behind at 29% (Road  Safety Annual Report 
Chile, 2019). This problem is affecting the whole population; the 2019 article also  suggested 
that regional socioeconomic differences are associated with higher road traffic death rates in  
the 0-14 age group, as well as that deaths due to road traffic collisions among children are not 
distributed  randomly among the population. There is a clear link between these deaths and 
other factors of  disadvantaged individuals, such as socioeconomic level, class, neighborhood, 
gender, and race. While  these laws passed in the 2010s show the beginnings of an awareness 
of a problem needing to be fixed, are  they getting to the root of the problem? When examining 
these policies, the decrease in pedestrian deaths  seems to be more incidental following a less-

1  From 2013 to 2019 Santiago experienced a fairly consistent growth rate of between 0.66% and 0.80% each year  (OECD 2021).
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ening of the overall rate of road traffic fatalities, not the  object of the policy reforms itself. The 
CONASET website includes geospatial information, using a  thematic map viewer of geocoded 
layers of traffic accidents, which I originally thought would be helpful  in understanding the 
prime locations of consistent pedestrian fatalities, but when we examine it further, it  only has 
maps and filters specific to accidents involving bicycles, motorcycles, hit and runs, and critical  
points of traffic accidents. The data on pedestrian deaths should be just as available, but time 
and  attention have not been given to fully understand the connections between these incidents 
as they are still  largely seen as senseless tragedies, not the conclusion to a series of policies and 
apathy towards those within the pedestrian class. As mentioned before, the National Road Safe-
ty Strategy 2021-30 set a goal to  decrease the number of annual road fatalities by the year 2023 
to 30% of the average for 2011-2019. The  average was 1,586, meaning a 30% decrease would 
be 1,110 deaths. And while the 2020 and 2021  statistics are lower (mostly due to COVID), I am 
doubtful that with the current policies in place the rate  will maintain a lessening rate over time 
consistently enough to achieve that goal by 2030. 
	 Aside from Chile’s unique political history regarding extremely different political ide-
ologies back  to back, the implementation of active modes of transportation within Chile is 
different than many other  nations. While more active modes of transportation were initially 
promoted by academics within the  medical sphere and then adopted into national policy in the 
United States, the United Kingdom, or  Australia, Chile has widely ignored the role of the physi-
cal environment when building health policy or  seeing the physical environment as a potential 
factor in individuals’ health (Ibarra & Mora, 2011; Mora,  Greene & Corado, 2018). The current 
National Health Objectives de Chile 2012-2020 only contains two  paragraphs about the role of 
cities and how urban planning can make people more active in a document of  over 350 pages, 
while 87.8% of Chileans live in cities (INE, 2018).  
	 When looking at this difference in top-down approaches, it is important to note that the 
Chilean  institutional structure divides the national territory into regions and municipalities. 
The Metropolitan Area  of Santiago de Chile (MAS) covers 34 municipalities, each managed at 
the local level of administration.  There is no administrative level that functions over the en-
tire MAS, and the 34 municipalities have 34  individual governing mayors but do not have a 
uniform institution or planning authority (Banzhaf et al.,  2013). Therefore, developments in 
modernizing urban planning as well as walking persisting as a form of  transit have come not 
from a top-down, ministry-driven initiative, but because of more people-driven  behavior, bot-
tom-up through cultural practices. Some coordination instances between the municipalities  
have occurred but are voluntary and depend on the political willingness of the participants, and 
they are  not adequate to develop long-term policies. Many local initiatives that have promoted 
pedestrian interests  have been pioneered by comunas, and though the 2014 Chilean National 
Urban Development Policy  named walking a priority to meet sustainable development goals, 
the majority of initiatives have come  from communities and citizens; and the development 
policy is not really in the mandate for any particular  government agency, whether that be local, 
regional, or national. A recent example of a locally pioneered  planning policy is Santiago’s city 
center mobility plan (Plan Centro), which is a comprehensive policy to  improve infrastructure in 
Santiago’s original town center. It seeks to promote non-motorized mobility, by  improving the 
walkability of a heavily used, central part of the city, where government, major retail,  heritage, 
and other economic and cultural interests have a stake in development (de Santiago, 2015). This  
expanding pedestrianization covers 3.9 km of streets, complemented by a network of more than 
seventy  pedestrian “galleries,” interior walkways within usually commercial buildings. This 
interconnected  pedestrian network has contributed significantly to making Santiago’s historic 
center a very diverse and  socially mixed quarter within a segregated city (Herrmann & Mora, 
2018).  
	 The Plan Centro was the first in Chile to give pedestrians and cyclists explicit priority 
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over  private cars. On-street parking was eliminated, and car lanes were replaced by significant 
improvements  to sidewalks, bus stops, and cycleways. Sixty percent of eight major roads were 
allocated for public  transportation and strictly prohibited for cars during the weekday. Though 
there was some initial  resistance, the project, which began in 2015 on Merced Street, has ex-
panded to San Antonio Street and  Santo Domingo Street and has received numerous presti-
gious awards, including the Sustainable Transport  Award in 2017, which has gone to New York, 
Paris, and London among others. Though these policies are extremely successful, they are oc-
curring in small sectors of a massive city, and the lack of an overarching  administration makes 
the development of these projects difficult. 
	 One change in the built landscape that could be put in place across the board would 
be  investments in enhancing infrastructure for walkers, as currently only 2.78% of public 
investment in roads  is directed to improving walking (Iglesias, Giraldez, Tiznado-Aitken, & 
Muñoz, 2019). To implement  this, coordination among different sectoral planning departments 
(transport, urban planning, etc.), and  between the national, regional, and local governments 
is urgently needed. Current planning regulations  consistently promote and ensure the mobil-
ity of motorized traffic at all scales, so a revision of the Chilean  national standards for streets 
and sidewalks would also be massively beneficial, as sidewalks are currently  undersized by 
law. These regulations set rigid standards for the minimum and maximum width of  vehicular 
lanes and sidewalks, which have made roads wide and sidewalks narrow (Herrmann, 2016). 
For  example, two-lane roads must be 7 m wide, regardless of the speed limit, or if it is a local 
or trunk road  (Ministerio de Vivienda y Urbanismo, 2010). In contrast, the minimum width for 
sidewalks is just 1.2 m  for residential areas and 2 m for commercial areas. Finally, new policies 
at the regional level are needed  to promote walking developed through close collaborations be-
tween municipal government staff and  community organizations. Single comunas are unable to 
allocate the appropriate and necessary resources  to undertake expansive projects, especially in 
deprived neighborhoods where walkable environments and  public spaces have been neglected 
for a long period of time. Reimagining our idea of transportation  infrastructure and seeing city 
streets as multifunctional public spaces that should be equally available to  cyclists and pedes-
trians for social, civic, and cultural activities would have a major effect policy-wise.  Redefining 
the street as a shared, multifunctional, and democratic space for all transport modes would  
create policies that give all citizens regardless of their mode of transportation a greater sense of 
dignity  and ownership of their community. 

Conclusion: The Implications of the Santiago Case 

	 The case of Santiago and its consequences is not only relevant to Chile but is part of a 
larger  movement to resolve the issues of how and for whom our cities globally are designed. 
Though Chile  remains an outlier within the OECD, it ranks above numerous countries in Africa, 
Asia, and South  America in traffic fatalities (Global Health Repository - WHO, 2021). Approxi-
mately 96% of children  killed worldwide due to road traffic injuries are in low and middle-in-
come countries and nearly all  countries with the highest absolute numbers and rates of pedes-
trian fatalities are developing countries  (Peden et al., 2004; Toroyan, 2009). Chile is the most 
developed nation in South America when  considering its GDP, quality of life, infant mortality 
rate, life expectancy, and HDI in comparison to  neighboring states, but it only joined the OECD 
in 2010. I believe that these policy alternatives are useful  not only for Chile but just as much for 
other nations struggling with high rates of pedestrian deaths and  traffic fatalities. 
	 Latin American cities are much more similar architecturally to European cities than 
American  ones and have a higher population density, making it possible that the Vision Zero 
policies may be more  effective in preventing pedestrian deaths there. Chile has undergone 
such a significant transformation in  the past three decades especially, in not only urbanization 
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but GDP and population growth as well.  However, the state is still lower than many other OECD 
member countries in a number of urban-related  factors related to the quality of life, such as the 
environment, housing, jobs, and income. Traditionally,  Chile’s metropolitan and urban devel-
opment has been driven by sector, especially due to the structure of  local and regional govern-
ments, but there is a strong need for an integrated approach to urbanism. One  policy in the 
Netherlands is known as woonerf, which treats the street as a “living yard” by promoting sharing 
the street between all forms of transportation, but giving priority to pedestrians and cyclists 
over motorists. This policy is not completely out of the realm of possibility as one might think, 
since Sunday open street initiatives have begun gaining popularity in Latin American commu-
nities. Colombia’s “Ciclovía” program, which closes more than 70 miles of roads for vehicular 
traffic in Bogotá, has been occurring since 1976, where nearly two million people participate in 
walking, cycling, dancing, and socializing in city streets. Santiago began a smaller version of the 
program called CicloRecreoVía which is practiced in 33 countries, involving more than 1.5 mil-
lion people every week (Torres, Sarmiento, Stauber, & Zarama, 2013). The city has also provided 
opportunities to reduce the social segregation of the city by offering public space for recreation 
and community engagement (Mora, Greene, & Corado, 2018).
	 Other locally-grown programs like “I Love my Neighborhood” (Quiero mi Barrio), which 
invests in local plazas, parks, and sidewalk improvements to increase social capital in low-in-
come neighborhoods in Santiago, and the Programa de Barrios Comerciales, which worked to 
improve high streets and made them more appealing and safe for female pedestrians, are bene-
ficial tools for changing a community’s culture surrounding walkability (Figueroa & Waintraub, 
2015).
	 While pedestrian deaths and the other negative consequences of cities planned with a 
cars-firstmentality have a universal impact, they also significantly impact developing nations. 
The World Health Organization reports that people in developing nations account for just 1% of 
the world’s cars, but 13% of the world’s 1.3 million annual fatalities. The stratification of trans-
portation modes by class in developing countries has prevented poorer nations from gaining 
stability and wealth in many instances. The World Bank estimated in 2017 that Tanzania could 
increase its GDP by 32% if it were able to reduce traffic injuries by 50% over a 24-year period 
(Schmitt, 2020). The growth of car ownership that occurs as some countries gain economic 
development is also cause for concern, however. Mexico has experienced a 4.2% increase in car 
ownership per year. Only about 15% of the trips made in Mexico are made in cars, but the cities’ 
built infrastructure is geared towards accommodating the privileged minority that is able to af-
fordthe social status symbol that cars represent in many developing countries (Schmitt, 2020).
The problem of pedestrian deaths in Santiago, and globally, will not be solved without a
recognition that there is a problem. Beginning to look at traffic fatalities and pedestrian deaths 
not just as random injustices but as the consequences of policy failures is so crucial to advocat-
ing for policy changes, whether they are structural improvements like narrowing streets, in-
cluding more crosswalks, or more comprehensive policy plans like expanding public transpor-
tation and mixed land-use zoning.
	 Understanding a nation’s history regarding urbanization and the varying political ideol-
ogies that formed a city’s built infrastructure gives crucial context to why unequitable policies 
have persisted. Santiago is just one example of a city that has been designed for a minority, but 
by challenging the current state of affairs there is the potential to lessen the concerning rate of 
traffic fatalities and pedestrian deaths, not only in Chile but in other Latin American cities and 
those around the world.
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ABSTRACT 
Player interaction has largely defined video games and their concomitant music. Since Pong 
(1972), players have exercised agency over both in-game events and, by extension, the sounds 
that accompany them. In this paper, I explore ways in which the “authorial agency” of the player 
is reflected musically in Nintendo’s Super Mario (1985–) and The Legend of Zelda (1986–) series. 
Through earcons and other interactive audio, players are able to influence the musical 
architecture of video games. I begin by considering the indeterminacy of video games as a 
medium and their consequently indeterminate musical elements. I then examine earcons and 
the manipulation of musical modules in Super Mario Bros. (1985) and The Legend of Zelda (1986), 
specifically in terms of the precedent they set for later installments in each series. Using The 
Legend of Zelda: The Wind Waker (2002) as a case study, I then consider the use of earcons and the 
effect of player strategy on the game’s musical structures. With the agency to interact with and 
influence game mechanics and the music and sounds that accompany them, I argue that the 
player is able not only to pave their own paths within the game world but also compose and 
perform within a given game’s musical architecture. 

Link’s Sword is Mightier than the Pen: Composing and 
Performing in the Super Mario and Legend of Zelda Series 

William Nelson 



Indeterminacy and Video Games 

 Video games have long represented a significant site of player agency, notably as 
pertains to a game’s music. Ludomusicologists have always stressed the interactive nature of 
video games and the mutability of their music: Karen Collins has discussed the mutability of 
game states and player input in the shaping of dynamic audio, Elizabeth Medina-Gray has 
theorized various ways in which musical modules may combine within a musical architecture,1 
and Michiel Kamp has discussed the perceptions of the constructed ecologies and 
environmental music of video games and player reactions thereof.2 Each of these 
interpretations points to the indeterminacy of video game music, especially as related to player 
agency and decision-making. Indeterminate music, to a greater extent than other genres, 
relies on the performer to realize aspects of the composition. Whereas the performer’s role in 
genres like serial music is “entirely technical, not interpretative,” composers of indeterminate 
music grant the performer the agency to realize and manipulate some aspects of their 
compositions to “preserve and extend the performer’s role.”3 

 In Michael Parsons’ words, composer Cornelius Cardew “has taken the idea further: 
he regards notation more as a stimulus to the players’ imagination than a blueprint for exact 
sound.”4   Indeterminacy forces performers to be creative and enter into conversation with 
(and to some extent, collaborate with) the composer.5  In a video game, where creativity is 
heightened by interaction and musical notation is ordinarily absent, the responsibility of the 
player to realize the game’s musical architecture becomes more significant. 
 Scholars in the field of ludomusicology have by-and-large emphasized the 
indeterminacy of video games as a medium and the music by which they are accompanied. 
Karen Collins’ definition of dynamic audio in particular describes how decisions made by the 
player (i.e., the performer) of a video game make it impossible to replicate a playthrough of a 
video game.6  In their preface to Music in Video Games, K.J. Donnelly, William Gibbons, and 
Neil Lerner discuss the dynamic nature of video game playthroughs in terms of interpretation 
and musical performance: 

[T]his framework [of games being defined by rules] is only part of what it means to play; a 
game with no player is no game at all. The rest of the ‘expressive experience’ comes from 
players interpreting the framework. The same freedom of choice ... that differentiates 
every musician’s version of “I Got Rhythm” (1930) renders each playthrough [of a video 
game] unique.7 

1 Finding terms like “composition” and “soundscape” problematic, I will be using the term “musical architecture throughout this essay in 
reference to the amalgamation of dynamic audio and environmental music in video games and ludic events. In Playing with Sound: A Theory of 
Interacting with Sound and Music in Video Games (Cambridge, MA: MIT Press, 2013),3, Karen Collins terms this amalgamation simply as “game 
sound.” I believe the term “architecture” more clearly suggests the extent to which a game’s music and sounds are comprised of various 
elements that  interact with each other and can be freely manipulated. 
2 The pioneering work of Karen Collins, Michiel Kamp, Elizabeth Medina-Gray, Tim Summers, and Zack Whalen has provided theories for 
understanding video game music. Karen Collins, Game Sound: An Introduction to the History, Theory, and Practice of Video Game Music and Sound 
Design (Cambridge, MA: MIT Press, 2008); Michiel Kamp, “Musical Ecologies in Video Games.” Philosophy & Technology 27 (2014): 235–249; 
Elizabeth Medina-Gray, “Modular Structure and Function in Early 21st-Century Video Game Music” (Ph.D. dissertation, Yale University, 2014), 
Pro-Quest Dissertations & Theses Global; Tim Summers, Understanding Video Game Music (Cambridge: Cambridge University Press, 2016); and 
Zack Whalen, “Play Along: An Approach to Videogame Music,” Game Studies: The International Journal of Computer Game Research  
4, no. 1 (2004), www. gamestudies.org/0401/whalen/. More recently, Melanie Fritsch has argued for a more nuanced understanding of 
performativity in video games; Steven Reale has called into question whether musical notation and music theory can adequately describe 
music in video games; and Tim Summers has drawn on queer theory to analyze video game music. Melanie Fritsch, “Game — Music — 
Performance,” in Melanie Fritsch and Tim Summers, ed., The Cambridge Companion to Video Game Music, 238–262; Steven Reale “Analytical 
Traditions in Game Music,” in Fritsch and Summers, The Cambridge Companion to Video Game Music, 193–219; and Tim Summers, The Queerness of 
Video Game Music (Cambridge: Cambridge University Press, 2023). 
3 Michael Parsons, “Sounds of Discovery,” The Musical Times 109, no. 1503 (1968): 429. 
4 Ibid. 
5 Benjamin Piekut, “Indeterminacy, Free Improvisation, and the Mixed Avant-Garde: Experimental Music in London, 1965–1975,” Journal of 
the American Musicological Society 67, no. 3 (2014): 774. 
6 Karen Collins, Game Sound, 4. 
7 K.J. Donnelly, William Gibbons, and Neil Lerner, ed., Preface to Music in Video Games: Studying Play (New York and Abingdon, UK: 
Routledge, 2014), viii.  



 The idea of performing music in a video game is hardly new and is described at length in 
Roger Mosely and Aya Saiki’s essay “Nintendo’s Art of Musical Play.” In their essay, the authors 
cite several games in which Nintendo places the performance of music in the forefront. Of 
particular interest is Donkey Konga (2003), in which players perform rhythms on the DK Bongo 
controller—a pair of bongos that act as a video game controller—along with famous tunes such 
as Richard Berry’s “Louie Louie,” Queen’s “We Will Rock You,” and Brahms’ Hungarian Dance No. 
5.8 The bongo controller was used again in Donkey Kong Jungle Beat (2004), where instead of 
performing prescribed rhythms, the player controls the titular character’s movements by 
playing the bongos. As they play Jungle Beat, the player improvises unique rhythmic 
compositions using the DK Bongo controller. 

In the same way that no two playthroughs of Pong (1972) are the same, every performance of its 
sounds is unique because the player must constantly make decisions based on game states. 

 Moreover, instrumental performance and composition have been discussed in virtual 
ocarina performances in The Legend of Zelda: Ocarina of Time (1998). As Tim Summers explains 
in Understanding Video Game Music, the player learns and performs several melodies with 
specific game functions in Ocarina of Time. In addition, the player is encouraged to “exert their 
own musical agency where the player is challenged to compose a new eight-note melody which 
becomes part of the game’s song repertoire” in order to summon the music-loving scarecrow, 
Pierre.9 Figure 1 below shows Link composing a melody for Pierre’s scarecrow friend Bonooru. 
While all the functional melodies in Ocarina of Time utilize only five pitches, the player isn’t 
limited to these five pitches if they choose to improvise melodies for fun. With the left analog 
stick, they may also bend each of the five pitches within a whole tone and compose with even 
more liberty. 

Figure 1. Screenshot from The Legend of Zelda: Ocarina of Time (Nintendo 64). As Link composes 
an eight-note melody on the ocarina, the scarecrow Bonooru dances. Later in the game, Pierre 
is summoned by this same melody. 

8 Roger Mosely and Aya Saiki, “Nintendo’s Art of Musical Play,” in Donnelly, Gibbons, and Lerner, Music in Video Games, 62. 
9 Tim Summers, Understanding Video Game Music, 178–79. 



 The freedom to compose can also be observed in Nintendo’s Animal Crossing series 
(2001–). Each game presents the player with the opportunity to compose a tune to represent the 
town in which their avatar lives. This tune is then played any time the player speaks with one of 
their anthropomorphic neighbors. In Animal Crossing (2001), the player can change the town 
tune by interacting with the “Melody” billboard in front of the town post office. Upon reading the 
billboard, a compositional interface is presented to the player, as depicted in Figure 2. The 
interface relies on pitch names and iconic notation—fitting for the game’s intended young 
audience.10 Within the interface, players can change pitches, sustain pitches, create rests, and 
even introduce their own indeterminacy by calling for random pitches. 

 In the examples of Jungle Beat, Ocarina of Time, 
and Animal Crossing, the connection between gameplay 
(i.e., ludic performance) and musical performance is 
clear due to the nature of the DK Bongo controller and 
the ocarina interface.  In these games, players are 
encouraged to compose within and outside of normal 
gameplay. Parallels may also be drawn between 
instrumental performance and pressing buttons on 
typical controllers and their consequent in-game 
sound effects. Sound designer Toshio Iwai noticed this 
parallel while playing Super Mario Bros. (1985); he 
“started playing around and producing sounds by 
making Mario jump, which made me feel like I was 
playing instruments while playing the game.”11 Iwai’s 
revelation supports Richard Stevens’ assessment that, 
as musical events respond to ludic events triggered by 
the player, “these musical associations will likely be 
ascribed to their actions. You (the player) act, 
superhero music plays, you are the superhero."12 By  

interpreting and instigating game and musical events, the player acts as both a listener and 
performer of a game’s musical architecture as well as a collaborator with the game’s 
composers. Video game music blurs the lines between conventional roles in music-making 
and consumption. In Understanding Video Game Music, Summers says 

[...] we are playing with games and complicating the divisions of roles that have 
traditionally held sway in musical thought—unlike the image of music in the concert hall, 
here we become the performers, listeners and analysts of the music, all at once. In causing 
the assembly of the musical material, we also gain authorial agency, if not becoming 
composers in the strictest sense of the term. [...] This human agency is writ large in games 
through the performative nature of play and musical investigation.13 

In this paper, I will argue further that video game players do in fact become co-composers 
when they interact with and explore sound effects in video games. By playing with sound 

10 Later installments in the Animal Crossing series—namely Animal Crossing: City Folk (2008) and Animal Crossing: New Horizons (2020)—place the 
frog icons on three-lined musical staves, immersing the player more deeply in a common-practice period compositional process. 
11 Toshio Iwai, Iwai Toshio no shigoto to shūhen (Tokyo: Rikuyosha, 2000), 64, as translated in Mosely and Saiki, 
“Nintendo’s Art of Musical Play,” in Donnelly, Gibbons, and Lerner, Music in Video Games, 58. 
12 Richard Stevens, “The Inherent Conflicts of Musical Interactivity in Video Games,” in The Cambridge 
Companion to Video Game Music, ed. Melanie Fritsch and Tim Summers (Cambridge: Cambridge University Press, 
2021), 76. 
13 Tim Summers, Understanding Video Game Music, 32. 

Figure 2. Screenshot from Animal Crossing 
(Nintendo GameCube). Compositional 
interface for creating a town tune. Frogs are 
used to represent each beat and note names 
within their mouths represent pitches. 
Dashes indicate the previous pitch is 
sustained, question marks indicate random 
pitches, and sleeping frogs indicate rests. The 
melody shown is the default town tune. 
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effects, players construct the building blocks of a game’s musical architecture and fully realize 
unique performances of the game’s music.

Pong and Player-Directed Sound Effects

	 Since Pong (1972), a player’s inputs have had an impact on a game’s overall musical ar-
chitecture. In the absence of a dedicated sound chip and streaming audio capabilities, the Pong 
arcade machine was only able to produce sounds through electrical pulses in its circuitry. The 
game has no environmental music—that is, music that accompanies the in-game environment—
but features sound effects that constitute its musical structure. The sound effects are synchro-
nized with Pong’s three primary ludic elements: hitting the ball with the paddle, the resulting 
bounce of the ball off the top or bottom of the screen, and scoring a point. By controlling these 
elements, the player’s actions “give sonic voice to the ludic events” of Pong using only three 
possible sounds.14 The player has the power—by striking the single-pixel table tennis ball— to 
“create in [Pong’s] soundtrack a minimalistic accompaniment.”15 Karen Collins corroborates 
this, claiming that the player is not a “passive ‘receiver’” of a game’s music, but rather an active 
participant in its musical structure.16 Actively interacting with Pong’s sounds gives the player 
the agency to simultaneously create and perform a form of indeterminate music. The ability to 
create and perform music using sound effects remains present in many games but is heavily 
featured in the majority of Nintendo’s franchises, particularly the Super Mario (1985–) and The 
Legend of Zelda (1986–) series.

Earcons and Modular Systems in Super Mario Bros. and The Legend of Zelda

	 Released in 1983, the Nintendo Entertainment System (NES) was among the first home 
consoles to include a sound chip capable of producing continuous music and sound effects 
through the generation of waveforms.17 The NES sound chip (the RP2A0X) consists of four wave-
form-producing sound channels—two pulse voices, one triangle, and one noise (only capable 
of percussion-like sounds)—that create the sound chip’s unique sound.18 The limitation of four 
channels presents unique challenges and limitations for game composers and sound designers. 
Even with the limitations of the NES sound chip, it is not always necessary to omit sections of 
musical material in favor of sound effects. For instance, some sound designers use only three 
channels for their musical accompaniment, reserving the fourth for sound effects.19 Koji Kondo, 
composer of Super Mario Bros., however, uses all four channels to add textural complexity to the 
game’s soundtrack. Kondo consequently allows sound effects to override the Pulse I channel, 
which plays the environmental music’s primary melody, whenever they occur.20 Compensating 
for the absence of this melody, sound effects—such as those which accompany Mario collecting 
a coin—are comprised of pitches that conform to the key of the environmental music. As such, 
James Newman notes, “[t]he harmonic integrity of the soundscape (if not the melody) is pre-
served and the sound effect is integrated into the music, joining the visual, sonic, haptic and 

14  Tim Summers, Understanding Video Game Music, 199.
15  Neil Lerner, “Mario’s Dynamic Leaps: Musical Innovations (and the Specter of Early Cinema) in Donkey Kong and Super Mario Bros,” in Music 
in Video Games: Studying Play, ed. K.J. Donnelly, William Gibbons, and Neil Lerner (New York and Abingdon, UK: Routledge, 2014), 1.
16  Karen Collins, Game Sound, 3.
17  James Newman, “Before Red Book: Early Video Game Music and Technology,” in The Cambridge Companion to Video Game Music, ed. Melanie 
Fritsch and Tim Summers (Cambridge: Cambridge University Press, 2021), 14.
18  Andrew Schartmann, Koji Kondo’s Super Mario Bros. Soundtrack (New York: Bloomsbury, 2015), 37–42; and Newman, “Before Red Book,” 20.
19  In Newman, “Before Red Book,” 25, the author notes that the Commodore 64 game The Human Race does just this with the console’s three 
sound channels, reserving two for environmental music and one for sound effects.
20  Ibid., 24–25.



ludic aspects of the game into one experiential whole.”21 As the player controls Mario’s jumps 
and collects coins, mushrooms, and fire flowers, they produce sounds that contribute to and 
interact with the overall musical architecture, at times causing Kondo’s melody to cease and 
allowing the player’s own melody to take the forefront. By synchronously interacting with ludic 
elements, sound effects, and environmental music, players are not merely observers but active 
participants in the video game and collaborators in its dynamic musical architecture. 
 As with Pong, ludic elements in Nintendo’s Super Mario Bros. (1985) are voiced musically. 
Spontaneous actions—such as jumping or collecting coins—are accompanied by sound effects 
categorized by Eve Hoggan and Stephen Brewster as earcons. In their definition, earcons are 
“abstract, synthetic tones in structured combinations to create auditory messages.”22 As applied 
to video games, earcons act as the musical voice of interactive game components. In Super Mario 
Bros., these earcons are largely Mickey-Moused—a term borrowed from film that describes the 
synchronization of musical and visual elements.23 For example, when the player collects a coin, 
an earcon resembling the cha-ching! of a cash register sounds (see Example 1).24 

Example 1. Super Mario Bros., coin earcon.25 

 Earcons may also be more heavily integrated into the modular system of the game’s 
soundtrack.As defined by Medina-Gray, a modular system describes the layering and sequence 
of modules—“discrete chunks of music” that undergo “a process of assembly to yield the overall 
sounding result.”26 An assembly of modules may be measured by its smoothness, the degree to 
which the combination of modules “yields cohesion and continuity among modules in real-time 
soundtracks, and [avoids] producing sounds that might be jarring or unpleasant.”27 

 The Legend of Zelda (1986) features a continuously sounding heartbeat-like earcon when 
the player character Link is low on health points (see Example 2). The heartbeat completely 
usurps the NES sound chip’s Pulse II channel, responsible for the environmental music’s 
countermelody. The earcon fits smoothly with the timbre of the Pulse I channel (both generating 
the same waveform) and within the keys of the musical themes that accompany the overworld 
and the many dungeons (see Examples 3a and 3b). The pitch frequency and the tempo at which 
the earcon repeats, however, are in disjunction with both themes. The incessant and disjunct 
chirping encourages the player to restore Link’s health points, thereby ending the earcon and 

21 Ibid., 25. 
22 Eve Hoggan and Stephen Brewster, “Nonspeech Auditory and Crossmodal Output,” in The Human-Computer Interaction Handbook: 
Fundamentals, Evolving Technologies, and Emerging Applications, ed. Julie A. Jacko, 3rd ed. (Boca Raton, FL: CRC Press, 2012), 222. 
23 Schartmann, Koji Kondo’s Super Mario Bros. Soundtrack, 103–108; Lea Jacobs, “Mickey Mousing Reconsidered,” in Film Rhythm after Sound: 
Technology, Music, and Performance, 1st ed. (Oakland, CA: University of California Press, 2015), 58. 
24 Schartmann, Koji Kondo’s Super Mario Bros. Soundtrack, 111. 
25 All transcriptions have been made by the author. They are also all inherently limited by the system of notation used. The transcriptions 
represent a partial rendering of the music and sound effects found in their respective games and cannot adequately account for variance in 
playthroughs, tone quality, and timbre. In spite of these limitations, my transcriptions will prove useful in conceptualizing sound effects not 
only as sounds that coincide with environmental game music but also as sounds that interact with all components of a given game’s musical 
architecture. 
26 Elizabeth Medina-Gray, “Meaningful Modular Combinations: Simultaneous Harp and Environmental Music in Two Zelda Games,” in 
Donnelly, Gibbons, and Lerner, Music in Video Games, 105. 
27 Ibid. For an in-depth analysis of smoothness between horizontally organized modules, see Elizabeth Medina-Gray, “Analyzing Modular 
Smoothness in Video Game Music,” Music Theory Online 25, no. 3 (2019), under “A Method for Analyzing Smoothness at Modular Seams” and 
“Analysis of Ocean Combat in The Legend of Zelda: The Wind Waker.” 
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resuming the countermelody pulse channel. By rejuvenating Link, the player has the power to 
alter the modular layering and the overall musical architecture.

Example 2. The Legend of Zelda heartbeat earcon. The earcon repeats in a continuous loop while 
Link has low health.

Example 3a. Excerpt from The Legend of Zelda overworld theme. 

Example 3b. The Legend of Zelda dungeon theme.
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	 After Zelda II: The Adventure of Link (1987), Nintendo’s sound designers took advantage of 
hardware improvements made to the NES’s successors to devote separate sound channels or 
audio tracks to the heartbeat earcon.28 Although the relentless nature of the earcon is main-
tained in each installment of the Zelda series, The Legend of Zelda: Breath of the Wild (2017) and 
its direct sequel Tears of the Kingdom (2023) minimize the disjunction between the heartbeat 
and environmental music by reducing its volume and pitch frequency. Regardless, by restoring 
Link’s health, the player has the ability to discontinue the heartbeat in every Zelda game and 
affect the structure of the modular system and the interactions of individual modules.
	 Every game in both the Super Mario and Legend of Zelda series uses earcons and modular 
systems to some extent to amplify the actual agency of the player.29 Until now, I have primar-
ily discussed games from the late 1980s that have relied on sound chips for sound produc-
tion. Since the Nintendo 64 (1996), all of Nintendo’s home consoles have streamed audio from 
pre-recorded tracks. Streaming audio from its graphics processing unit, the GameCube (2001) 
has greater capability than the NES to layer and combine musical modules. Following is a dis-
cussion of three musical architectures related to battles in The Legend of Zelda: The Wind Waker 
(2002; hereafter Wind Waker), the first Zelda game on the GameCube. In these battles, the use 
of earcons in the game’s many combat episodes augments the player’s control over the game 
mechanics and soundtrack. As with striking the ball in Pong, the earcons in Wind Waker’s battles 
give the player the power to perform and participate in composing the game’s dynamic musical 
architecture. 

The Legend of Zelda: The Wind Waker

	 The story of Wind Waker takes place in a vast ocean and on the islands that rise from it. 
The player controls the green-clad hero, Link, on his seafaring quest to rescue his sister, and 
subsequently Princess Zelda and the world, from the evil Ganondorf. Wind Waker is distin-
guished from other three-dimensional entries in the Zelda series by its cel-shaded graphics and 
simple art style, resulting in an overall cartoon visual aesthetic. The cartoon visuals are closely 
intertwined with the game’s sound effects, which largely rely on Mickey-Mousing effects that in-
teract with the game’s visuals. Throughout Wind Waker, Link wields and performs with the epon-
ymous Wind Waker, a magical conductor’s baton that allows him to lead an invisible chorus, di-
rect the wind, teleport across the ocean, change the time of day, and even take control of certain 
secondary characters. The player’s ability to perform with the Wind Waker baton affords them 
with many opportunities for musical exploration within the Wind Waker’s interface (see Figure 
3). The game includes six songs with specific functions in relation to the game’s mechanics and 
plot, but the player may also decide to compose and perform with the baton outside of its nar-
rative, resembling the role of the conductor in Charles Ives’ The Unanswered Question (1903, rev. 
1930–35), which “allows the conductor to cue instrumental groups freely.”30 As with the ocarina 
in Ocarina of Time, Wind Waker follows a tradition in the Zelda franchise in which the player

28  Nintendo continued to use analog sound chips in the Super Nintendo Entertainment System home console and
Game Boy handheld consoles. The Nintendo DS (2004) is the last system to utilize a dedicated sound chip. Technical advancements displayed in 
the Nintendo 64 (1996) allowed the console’s graphics processing unit to stream digital audio stored in a game’s cartridge or disc. Rather than 
producing sound in real-time through channels, streaming audio accesses and plays pre-recorded tracks.
29  The term actual agency is derived from Robert S. Hatten, A Theory of Virtual Agency for Western Art Music (Bloomington: Indiana University 
Press, 2018), 8. In Tim Summers, The Queerness of Video Game Music (Cambridge: Cambridge University Press, 2023), Summers ascribes Hatten’s 
theory of virtual agency to musical events in video games. I argue in addition, that by interpreting and controlling the virtual agency of video 
game characters—and thereby their action’s repercussions—they exhibit actual agency over aspects of the game’s musical
structure and mechanics.
30  Jonathan De Souza, “Reassessing the Emergence of Indeterminate Music,” British Postgraduate Musicology 9 (2008), http://britishpostgradua-
temusicology.org/bpm9/desouza.html.
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(through Link) is given the ability to perform and compose with a musical instrument.31 While 
the Wind Waker presents the player with a significant source for musical performance and cre-
ativity, the earcons that accompany Link’s sword attacks afford the player the same ability with-
in Wind Waker’s various combat episodes.

Figure 3. Screenshot from The Legend of 
Zelda: The Wind Waker HD (Wii U). Link con-
ducts the “Wind’s Requiem,” allowing him to 
change the direction of the wind. In the Wind 
Waker interface, the player controls conduct-
ing gestures, meter, and dynamics using the 
analog sticks.

Sword Training with Master Orca

	 Before leaving his home on Outset Island and embarking on his dangerous adventure, 
Link must first obtain a sword and learn how to use it. Luckily for Link and the player, Outset 
Island is home to a former swordmaster named Orca who runs a sword-training dojo. Upon en-
tering Orca’s dojo, Orca gifts Link the Hero’s Sword and offers to teach him the basics of sword 
fighting—and by proxy, to teach the player Wind Waker’s basic combat controls (see Figure 4). As 
individual combat techniques are taught, Link must demonstrate them against Orca. After eight 
successful demonstrations, Orca introduces another technique until the player has learned all 
of the game’s combat mechanics. The music that accompanies Link’s sword training is inher-
ently elementary, reflecting the rudimentary sword skills being taught in Orca’s dojo. In its most 
basic form, the sword training music consists only of a bass ostinato oscillating between the 
tonic and dominant and a rhythmic ostinato maintaining the subdivision (see Example 4a). By 
landing a successful blow against Orca, the player triggers a strong chordal earcon similar to 
the Mickey-Moused musical stingers that complement the POWs!, BAMs!, and KAPOWs! which 
accompany Batman’s punches in William Dozier’s Batman TV series (1966–68). 

Figure 4. The Legend of Zelda: The Wind Waker HD. Master Orca awaits Link’s demonstration of a 
horizontal slice.

31  The player is able to make music with a multitude of instruments throughout the series, including a flute in The Legend of Zelda and Zelda II; 
horns, drums, and a skeletal guitar in Majora’s Mask (2000); a harp in Skyward Sword (2011); and even wolf vocals in Twilight Princess (2006).



VENTURE117

Example 4a. The rhythmic and bass ostinati that constitute the sword training music.

	 Each successful demonstration of a sword technique is synchronized with its own chord-
al earcon and shifts the music into new modules. The chord structure of the earcons outlines 
a basic tonic-predominant-dominant phrase model, ascending through the first five notes of 
a diatonic scale (see Example 4b). While the player learns the basics of Wind Waker’s combat 
mechanics, they are also implicitly learning the basics of tonal music composition and perfor-
mance.

Example 4b. When striking Orca, the earcon (boxed) sounds and begins the following module. 
The circled notes ascend stepwise from the tonic to dominant upon each successful strike and 
outline a basic T-PD-D phrase model.

Normal Battles

	 The vastness of Wind Waker’s oceanic world gives the player a great amount of agency to 
explore, discover new islands, and solve puzzles. Episodes of combat, however, are considerably 
less vast. In normal battles (i.e., those against ordinary enemies), the player’s attention is taken 
away from the world around Link and is focused instead on their opponent(s). When the prece-
dent for this kind of focus was set in The Legend of Zelda: Ocarina of Time (1998), developers found 
it necessary to compose music to accompany normal battle events and heighten their inherent 
drama. In Ocarina of Time, normal battle music consists of a rhythmic ostinato, quick half-step 
oscillations in the bass, and a dark brass melody.The music that accompanies normal battles in 
Wind Waker maintains a rhythmic ostinato and includes a more scalar bass track. Missing from 
Wind Waker’s battle music, however, is any sort of pre-composed melody. Because the game’s 
composers did not write a melody for the battle music, the onus is on the player to create it for 
them.
	 As in Orca’s dojo, Link’s sword strikes produce earcons that interact with the battle mu-
sic’s architecture. There are ten possible sword earcons in the normal battle music (outlined in 
Example 5a) that sound after consecutive hits on individual enemies. These ten earcons be-
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come the player’s compositional lexicon, not dissimilar to the rhythmic units of Philip Glass’s 
1+1 (1968) or the melodic fragments of Terry Riley’s In C (1966) shown in Examples 5b and 5c. 
In these examples, the decisions of the performer result in unique constructions of the works’ 
predetermined musical building blocks. In the same way, the player’s dynamic combat deci-
sions in Wind Waker have great effects on the performance of the battle music: if a player likes 
to take battles slowly, then the music will be less densely paced. Conversely, if a player is more 
animated, the battle music will follow suit. These decisions transform Link’s sword slashes 
into pen strokes, writing unique and unrepeatable melodies for every battle. Every first strike 
against an enemy sounds Earcon 1, but the combinations of the earcons thereafter are practi-
cally limitless. As Link battles several enemies at once, builds large attack combos, and rests 
between attacks, the architecture of the earcons and the environmental music becomes truly 
dynamic with each battle.

Example 5a. The ten earcons synchronized with sword attacks in Wind Waker’s battle music.

Example 5b. Excerpt from 1+1 (Philip Glass, 1968) showing the piece’s two rhythmic units and 
possible combinations of them.
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Example 5c. The first ten melodic fragments from In C (Terry Riley, 1966).

The Battle Against Phantom Ganon

	 Halfway through the game, after Link has obtained the legendary Master Sword, he is able 
to launch an attack on Ganondorf’s Forsaken Fortress. Upon invading the fortress, Link is greet-
ed by Phantom Ganon, a puppet and spiritual manifestation of Ganondorf’s evil. A battle ensues 
between the two as a magical approximation of a tennis match using a ball of dark energy and 
swords instead of rackets—a long-standing trope in the Zelda series known as the “Dead Man’s 
Volley” (see Figure 5). Link successfully wins a volley if Phantom Ganon is unable to return the 
dark energy and is damaged by it. As the battle progresses, the rate at which Link must return 
the energy increases until Link has finally vanquished his ghastly foe.

Figure 5. The Legend of Zelda: The Wind Waker HD. Link engages in the Dead Man’s Volley, return-
ing the ball of dark energy toward Phantom Ganon.

	 The Phantom Ganon battle serves as a musical recapitulation of Orca’s training sequence. 
As with Link’s demonstrations of combat techniques before, successfully returning the dark 
energy to Phantom Ganon sounds an earcon and shifts the battle music into a new module. The 
music for this battle is composed primarily of diminished seventh chords and supported by 
quartal harmony, obscuring any clear tonal center and standing in stark contrast to the sim-
plicity of the elementary tonality of Orca’s battle music. The more complex harmony demands 
greater complexity in sword strike earcons. Rather than rising diatonically, successive earcons 
and the modules that they introduce ascend chromatically as Link successfully returns the ball 
of dark energy (see Example 6).
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Example 6. A possible rendering of the Phantom Ganon modular sequence. The earcons (in 
boxes) may occur at any point due to Link’s distance from Phantom Ganon in addition to the 
increasing speed of the dark energy ball.

	 The battle represents a significant test of Link’s swordsmanship and the player’s implied 
growth as a composer since acquiring their combat skills and musical vocabulary from Orca. In 
contrast to training with Orca, the player can lose against Phantom Ganon, whose virtual agen-
cy gives him the power to fight back against Link, thus manipulating the musical structure and 
challenging the musical architecture being constructed by the player. If Link takes damage from 
the dark energy, a cue sounds that suggests the player’s failure. The player’s failure resets the 
earcon to its original pitch and Link must rise through the scale again. When Link successfully 
wounds Phantom Ganon, a triumphant module consisting of a G major triad (the dominant of 
the implied key of C minor) sounds (see Example 7). The tonality of the module hearkens back 
to the beginning of Link’s sword training and implied musical training and legitimizes Link’s 
success in both his mastery of swordplay and his compositional skills. 

Example 7. The triumphant module that marks Link’s success in the Dead Man’s Volley. The 
module occurs any time Link successfully wins a volley. 
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Conclusions

	 Wind Waker is a model example of Nintendo’s sound designers granting the player the 
agency to perform and create musical architectures using earcons. I have also shown that in-
determinate techniques have also been employed by Nintendo’s sound designers of the 1980s 
and ‘90s. Players have taken notice of the use of earcons in more recent Nintendo titles, such as 
Super Mario Odyssey (2017).32 In Odyssey, players have the ability to “capture” (effectively a form 
of corporeal possession) certain creatures and ordinarily inanimate objects by throwing Ma-
rio’s magical hat, Cappy, at them. When capturing electricity and moving through a power line, 
a module consisting of an Alberti bass begins to accompany the environmental music. When 
possessing a caterpillar-like creature known as a Wiggler, the player has the ability to stretch 
and contract the Wiggler. As the Wiggler stretches, an accordion-like instrument plays a rising 
figure. Lastly, each of Mario’s footsteps sounds distinct pitches in certain levels. All of these 
sounds fit with a high level of vertical smoothness in the key and chord progressions of whatev-
er environmental music they accompany and allow the player to interact with and create inside 
the game’s various musical architectures.
	 While I have focused on earcons as a mode of composition in video games, they should 
not be the only sound effects to be considered musical. If “[m]usic is sounds, sounds around us 
whether we’re in or out of concert halls: cf. Thoreau,”33 then auditory icons must also be consid-
ered as elements that contribute to a video game’s musical architecture. As “natural, everyday 
sounds that can be used torepresent actions and objects within an interface,”34 auditory icons 
resemble sounds heard in the actual world. The sound of Link swinging his sword is like that of 
the movement of air when swinging a sword in real life. Like earcons, auditory icons are woven 
by the player into the sonic fabric of a video game. If the chordal stingers that accompany Link 
returning dark energy to Phantom Ganon in Wind Waker are musical, so too should we view the 
more naturalistic sounds that accompany the Dead Man’s Volley at the climax of Ocarina of Time 
as musical. In this way, video game players perform and create within a given game’s musical 
architecture by means of any gameplay that produces sound effects.

32  JalopesTL, “Sounds in Super Mario Odyssey Harmonize with the Background Music,” YouTube Video (November 4, 2017), 0:43–3:28. https://
youtu.be/U5-YDxH6It8?si=NM5u6gUSNkJuhdlH.
33  John Cage, as quoted in R. Murray Schafer, The New Soundscape (Scarborough, ON: Berandol Music Limited, (1969), 1.
34  Hoggan and Brewster, “Nonspeech Auditory and Crossmodal Output,” in Jacko, The Human-Computer Interaction Handbook, 220.



VOLUME 6 122

References

Collins, Karen. Game Sound: An Introduction to the History, Theory, and Practice of Video Game Music
and Sound Design. Cambridge, MA: MIT Press, 2008.

———. Playing with Sound: A Theory of Interacting with Sound and Music in Video Games. Cambridge, 
MA: MIT Press, 2013.

Custodis, Michael. “Playing with Music.” In Music & Game: Perspectives on a Popular Alliance, edited
by Peter Moorman, 159–70. Wiesbaden: Springer, 2013.

De Souza, Jonathan. “Reassessing the Emergence of Indeterminate Music.” British Postgraduate
Musicology 9 (2008). http://britishpostgraduatemusicology.org/bpm9/desouza.html.

Donnelly, K.J., William Gibbons, and Neil Lerner, eds. Music in Video Games: Studying Play. New
York and Abingdon, UK: Routledge, 2014.

Fritsch, Melanie. “Game — Music — Performance.” In The Cambridge Companion to Video Game
Music, edited by Melanie Fritsch and Tim Summers, 238–62. Cambridge: Cambridge 
University Press, 2021.

Fritsch, Melanie, and Tim Summers, eds. The Cambridge Companion to Video Game Music 
Cambridge: Cambridge University Press, 2021.

Hart, Iain. “Semiotics in Game Music.” In The Cambridge Companion to Video Game Music, edited by
Melanie Fritsch and Tim Summers, 220–37. Cambridge: Cambridge University Press, 2021.

Hatten, Robert S. A Theory of Virtual Agency for Western Art Music. Bloomington: Indiana University 
Press, 2018.

Hoggan, Eve, and Stephen Brewster. “Nonspeech Auditory and Crossmodal Output.” In 
The Human-Computer Interaction Handbook: Fundamentals, Evolving Technologies, and Emerging 
Applications, 3rd ed., edited by Julie A. Jacko, 211–35. Boca Raton, FL: CRC Press, 2012.

Iwai, Toshio. Iwai Toshio no shigoto to shūhen. Tokyo: Rikuyosha, 2000.
Jacobs, Lea. “Mickey Mousing Reconsidered.” In Film Rhythm after Sound: Technology, Music, and 

Performance, 1st ed., 58–108. Oakland, CA: University of California Press, 2015.
JalopesTL. “Sounds in Super Mario Odyssey Harmonize with the Background Music.” YouTube

Video. November 4, 2017. 3:49. https://youtu.be/U5-YDxH6It8?si=NM5u6gUSNkJuhdlH.
Kamp, Michiel. “Autoethnography, Phenomenology, and Hermeneutics.” In The Cambridge 

Companion to Video Game Music, edited by Melanie Fritsch and Tim Summers, 159–75. 
Cambridge: Cambridge University Press, 2021.

———. “Musical Ecologies in Video Games.” Philosophy & Technology 27 (2014): 235–49.
Lerner, Neil. “Mario’s Dynamic Leaps.” In Music in Video Games: Studying Play, edited by K.J.

Donnelly, William Gibbons, and Neil Lerner, 1–29. New York and Abingdon, UK: Routledge, 
2014.

Liebe, Michael. “Interactivity and Music in Computer Games.” In Music & Game: Perspectives on a 
Popular Alliance, edited by Peter Moorman, 41–62. Wiesbaden: Springer, 2013.

Medina-Gray, Elizabeth. “Analyzing Modular Smoothness in Video Game Music.” Music Theory 
Online 25, no. 3 (2019). https://doi.org/10.30535/mto.25.3.2.

———. “Interacting with Soundscapes.” In The Cambridge Companion to Video Game Music, edited by
Melanie Fritsch and Tim Summers, 176–92. Cambridge: Cambridge University Press, 2021.

———. “Meaningful Modular Combinations.” In Music in Video Games: Studying Play, edited by K.J.
Donnelly, William Gibbons, and Neil Lerner, 104–21. New York and Abingdon, UK: 
Routledge, 2014.

———. “Modular Structure and Function in Early 21st-Century Video Game Music.” Ph.D.
dissertation, Yale University, 2014. ProQuest Dissertations & Theses Global.

Moseley, Roger, and Aya Saiki. “Nintendo’s Art of Musical Play.” In Music in Video Games: Studying 
Play, edited by K.J. Donnelly, William Gibbons, and Neil Lerner, 51–76. New York and 
Abingdon, UK: Routledge, 2014.



VENTURE123

Newman, James. “Before Red Book: Early Video Game Music and Technology.” In The Cambridge 
Companion to Video Game Music, edited by Melanie Fritsch and Tim Summers, 12–31.
Cambridge: Cambridge University Press, 2021.

Parsons, Michael. “Sounds of Discovery.” The Musical Times 109, no. 1503 (1968): 429–30.
Piekut, Benjamin. “Indeterminacy, Free Improvisation, and the Mixed Avant-Garde: 

Experimental Music in London, 1965–1975.” Journal of the American Musicological Society 67, 
no. 3 (2014): 769–824.

Plank, Dana. “Audio and the Experience of Gaming.” In The Cambridge Companion to Video Game
Music, edited by Melanie Fritsch and Tim Summers, 284–301. Cambridge: Cambridge 
University Press, 2021.

Reale, Steven. “Analytical Traditions in Game Music.” In The Cambridge Companion to Video Game 
Music, edited by Melanie Fritsch and Tim Summers, 193–219. Cambridge: Cambridge 
University Press, 2021.

Schafer, R. Murray. The New Soundscape. Scarborough, ON: Berandol Music Limited, 1969.
Schartmann, Andrew. Koji Kondo’s Super Mario Bros. Soundtrack. New York: Bloomsbury, 2015.
Stevens, Richard. “The Inherent Conflicts of Musical Interactivity in Video Games.” In The 

Cambridge Companion to Video Game Music, edited by Melanie Fritsch and Tim Summers, 
74–93. Cambridge: Cambridge University Press, 2021.

Summers, Tim. Understanding Video Game Music. Cambridge: Cambridge University Press, 2016.
———. The Queerness of Video Game Music. Cambridge: Cambridge University Press, 2023.
Whalen, Zack. “Play Along: An Approach to Videogame Music.” Game Studies: The International

Journal of Computer Game Research 4, no. 1 (2004). www.gamestudies.org/0401/whalen/.

Ludography

Atari. Pong. Arcade. Sounds programmed by Allan Alcorn. Atari and Atari Japan, 1972.
Namco. Donkey Konga. Nintendo GameCube. Music composed by Junko Ozawa and Jesahm.  
Nintendo, 2003.

Nintendo EAD. Animal Crossing. Nintendo GameCube. Music composed by Kazumi Totaka, Kenta
 Nagata, Toru Minegishi, and Shinobu Tanaka. Nintendo, 2001.

Nintendo EAD. Animal Crossing: City Folk. Wii. Music composed by Kazumi Totaka, Manaka 
Kataoka, and Shiho Fujii. Nintendo, 2008.

Nintendo EAD. The Legend of Zelda: Majora’s Mask. Nintendo 64. Music composed by Koji Kondo.
Nintendo, 2000.

Nintendo EAD. The Legend of Zelda: Ocarina of Time. Nintendo 64. Music composed by Koji Kondo.
Nintendo, 1998.

Nintendo EAD. The Legend of Zelda: The Wind Waker. Nintendo GameCube. Music composed by 
Kenta Nagata, Hajime Wakai, Toru Minegishi, and Koji Kondo. Nintendo, 2002.

Nintendo EAD. The Legend of Zelda: Twilight Princess. Nintendo GameCube/Wii. Music composed 
by Toru Minegishi and Asuka Hayazaki. Nintendo, 2006.

Nintendo EAD Tokyo. Donkey Kong Jungle Beat. Nintendo GameCube. Music composed by Mahito 
Yokota. Nintendo, 2004.

Nintendo EAD Tokyo. Super Mario Galaxy. Wii. Music composed by Mahito Yokota and Koji 
Kondo. Nintendo, 2007.

Nintendo EAD and HexaDrive. The Legend of Zelda: The Wind Waker HD. Wii U. Music composed by
Kenta Nagata, Hajime Wakai, Toru Minegishi, Koji Kondo, and Atsuko Asahi. Nintendo, 
2013.

Nintendo EPD. Animal Crossing: New Horizons. Nintendo Switch. Music composed by Kazumi 
Totaka, Yasuaki Iwata, Yumi Takahashi, Shinobu Nagata, Sayako Doi, and Masato Ohashi. 
Nintendo, 2020.



VOLUME 6 124

Nintendo EPD. Super Mario Odyssey. Nintendo Switch. Music composed by Naoto Kubo, Shiho 
Fuji,and Koji Kondo. Nintendo, 2017.

Nintendo EPD. The Legend of Zelda: Breath of the Wild. Nintendo Switch. Music composed by 
Manaka Kataoka, Yasuaki Iwata, and Hajime Wakai. Nintendo, 2023.

Nintendo EPD. The Legend of Zelda: Tears of the Kingdom. Nintendo Switch. Music composed by 
Manaka Kataoka, Maasa Miyoshi, Masato Ohashi, and Tsukasa Usui. Nintendo, 2023.

Nintendo R&D4. Super Mario Bros. Arcade/Nintendo Entertainment System. Music composed by 
Koji Kondo. Nintendo, 1985.

Nintendo R&D4. The Legend of Zelda. Nintendo Entertainment System. Music composed by Koji
Kondo. Nintendo, 1986.

Nintendo R&D4. Zelda II: The Adventure of Link. Nintendo Entertainment System. Music 
composed by Akito Nakatsuka. Nintendo, 1987.



VOLUME 6 125



VOLUME 6 126

ABSTRACT
The Roman Empire is often credited with being highly culturally influential both in its time and 
in later cultural contexts. However, the cultural aspects of art, politics, militarism, etc. for which 
the Roman Empire is known are the result of interactions between the imperial regime and 
external entities. The history of the Roman Empire is well documented, but few historians have 
analyzed the role of conquered cultures and foreign parties on the cultural evolution of Rome. 
To address these overlooked dynamics between existing cultural groups and their influences on 
each other, I explore the concepts of ethnicity and framework provided by Issawi (1989) for cul-
tural imprinting in Imperial Rome. After examining scholarship surrounding specific aspects 
of culture (economics, religion, and politics), I argue that the culture of the Roman Empire was 
a culmination of Roman creation and influence from provincial and external cultures. These 
findings highlight the contribution to popular culture from cultural groups with less recognition 
and fame than their counterparts, and we must apply these findings to modern times in order to 
emphasize the fluctuating dynamics of domination and submission in the current geopolitical 
sphere.

Cultural Imperialism in the Roman Empire: a Give and Take 
Relationship between Imperial Rome and Provincial/External 

Cultures

Hailey Smith
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Introduction

	 A question that recently circulated on social media and plagued many users was, “How 
often do you think about the Roman Empire?” The consequent resurgence in popularity of the 
Roman Empire among younger generations has inspired the following analysis of the cultural 
interactions between the imperial regime and the external entities that it conquered or inter-
acted with. It is a common belief in the West that the Roman Empire set the precedent for suc-
cessful political entities. However, whether or not society owes the state of politics, militarism, 
literature, art, economics, and theology solely to Roman Latin Culture must be analyzed. Using 
scholarship surrounding the Roman Empire to understand various cultural dynamics, I argue 
that the cultural characteristics of the infamous imperial regime, the legacy of which so many 
celebrate, are the result of dynamic cultural imperialism between the Roman Empire and exter-
nal cultures, often depicted as less dominant.

Categorizing Ethnicity in the Roman Empire

	 To understand the role of the Roman Empire in global cultural imperialism, I analyze the 
cultural differences between the Roman world and their foreign counterparts. In “The Romans 
and Us: Strabo’s ‘Geography’ and the Construction of Ethnicity,” Edward Van der Vliet (2003) an-
alyzes the first century BCE book Geography by Strabo that details the various geographical and 
political features of different locales within and surrounding the Roman Empire. Van der Vliet 
(2003) states that Strabo’s worldview allows him to construct his categories of ethnicity (the 
social classification of people based on shared cultural traditions or landscapes) by using geog-
raphy to order the identities of various political entities (258). These categorizations of ethnicity 
distinguish different ethnic groups based on various facets of culture, such as “language, dress, 
behaviour, and symbolic expressions” (Van der Vliet 2003, 258-259) as well as “tradition and 
political unity” (Van der Vliet 2003, 265). By analyzing Strabo’s interpretation as an insider to 
Roman culture, we can identify aspects of culture that differ between the Roman ethnic faction 
and their counterparts as well as political conditions that shed light on the cultural imperialism 
in practice.
	 Van der Vliet (2003) exposes Strabo’s binary worldview that aligns individuals between 
only two ethnic groups: the “civilized” and the “uncivilized.” From Strabo’s perspective, the 
qualification for “uncivilized” people, or barbarians, is participation in “a wretched existence 
and savagery,” with a nature “characterized by a lack of capacity to civilise themselves, and 
a lack of self-control and moderation” (Van der Vliet 2003, 263). The description of this eth-
nic group is antonymous with the description of the wisdom and success of the Romans who 
demonstrated moderation and careful planning in the construction of their cities and the wel-
fare of their citizens (Van der Vliet 2003, 268). Moreover, Strabo praised the Romans’ abilities 
in military duty and administration (Van der Vliet 2003, 268) that directly contradicts the “lack 
of proper means of existence” evidenced by uncivilized people (Van der Vliet 2003, 265). These 
two comparisons demonstrate the binary characteristics of the civilized people and uncivilized 
people as they neatly fit into two distinct ethnic groups based on their dissimilar cultures and 
political organizations. Van der Vliet (2003) exposes the dichotomy presented in Strabo’s Geog-
raphy, between the Romans, who exemplify civilization and a proper way of living, and uncivi-
lized people, who lack a good quality of life and do not have the means to improve it. 
	 After neatly categorizing the two types of people into separate ethnic groups, we can 
analyze the interactions between the “civilized” and “uncivilized” to identify the nature of their 
cultural influence on each other. Strabo’s Geography demonstrates a sense of Roman superiority 
through his high praises of Roman political wisdom and elite comparisons to other cities (Van 
der Vliet 2003, 268). These sentiments of Roman superiority directly translate into the relation-



VOLUME 6 128

ship between the civilized Roman Empire and the uncivilized entities that Rome conquered. 
Van der Vliet (2003) describes how the Romans “brought civilization” to their ethnic counter-
parts by establishing new lines of communication and building infrastructure, such as roads, 
to enable additional contact between peoples (268). Although the new forms of communication 
and interaction could have facilitated equal opportunities for each group to culturally influence 
the other, the Romans subjugated any threats to the empire presented by other political organi-
zations (Van der Vliet 2003, 268). Therefore, the new lines of communication built under Roman 
control would only serve Roman interests. The political hegemony of the Roman Empire elim-
inated the likelihood that outside entities would overcome this power imbalance and dictate 
cultural interactions between the two parties. Thus, this political domination indicates that the 
power dynamic concerning their cultural influence on each other heavily favored Roman impe-
rialism.

Understanding the Framework for Cultural Imperialism

	 Aside from the subjective and anecdotal account from Strabo, we can also understand the 
domination of Roman culture over its subjects using a more theoretical framework. According 
to a 1989 article by Charles Issawi, “Empire Builders, Culture Makers, and Culture Imprinters,” 
there are three conditions that enable the successful and long-lasting cultural imprinting of one 
ethnic group onto another: 1) be the dominant culture of an empire with a societal framework 
that allows the diffusion of culture; 2) have a constant and large volume of culture-bearers mi-
grating to provinces; and 3) identify with a religion that easily or actively admits converts (184). 
Satisfying these conditions enables one group to culturally imperialize the ethnic groups they 
conquer, and the Roman Empire met all three of these conditions. First, the Roman Empire con-
quered many lands and peoples, and the Latinized dominant culture spread due to the political 
hegemony of the imperial regime over the local provinces (Van der Vliet 2003, 268). Second, 
life in the Roman Empire provided various reasons for migration, such as pursuits of economic 
prosperity, military mobilization, or slavery, all of which facilitated the interaction between Ro-
mans and other ethnic groups under imperial rule (Price 2012, 5). In fact, Issawi (1989) goes as 
far as to suggest that the migration of “culture-bearers from the core to the outlying parts... was 
probably in the hundreds of thousands” in the Roman area (184). Third, the state imperial cult, 
as well as Christianity (after Emperor Constantine’s 313 AD Edict of Milan), promoted the unifi-
cation of several ethnic factions within the empire under religious pretenses that, consequently, 
helped promote Roman cultural imperialism (Price 2012, 6). Therefore, the Roman Empire was 
qualified to overlay the existing cultures belonging to the various ethnic groups that were con-
quered by the imperial regime. 
	 Furthermore, Issawi (1989) states that the widespread practice of Christianity helped 
increase the chances of successful cultural imprinting for Romans in three additional ways. The 
first way Christianity helped promote the cultural imperialism of the Romans was by deifying 
the Latin language. Issawi (1989) argues that “...in addition to being the language of administra-
tion and culture, Latin became the language of religion and salvation” (185). This allowed Ro-
man Culture to be more widely accepted, as adopting the language was a prerequisite for prac-
ticing Christianity. Additionally, Christianity facilitating the dissemination of Roman culture 
to the masses as religion was more accessible than the elitist aspects of Roman high culture, 
such as “law, literature, philosophy, the natural and human sciences, music, and the visual arts” 
(Issawi 1989, 180). Lastly, religion not only promoted cultural imperialism but it also increased 
the longevity of cultural imprinting by making society more resilient to cultural shocks, like 
those of the barbarian invasions in the Western Roman Empire (Issawi 1989, 184). The use of 
religion as a tool to disseminate the Latinized culture of imperial Rome helped facilitate cultural 
imperialization onto provincial subjects. The theoretical framework that determines the neces-
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sary conditions for cultural imprinting, as explained by Issawi (1989), indicates that the Ro-
mans met all of the requirements to successfully imperialize the cultures of their subjects who 
originally belonged to separate ethnic groups. 

Economic Influence on the Roman Empire

	 Alternatively, it cannot be said that the Roman Empire was never the recipient of cultural 
influence from other cultures or political entities. Trade in the eastern hemisphere influenced 
the cultural imprinting dynamic between the Roman Empire and successful, external trade 
networks. In Matthew Fitzpatrick’s 2011 article, “Provincializing Rome: The Indian Ocean Trade 
Network and Roman Imperialism,” he describes the interaction between Rome and various 
trading entities that all contributed to the global economy. Roman elites were often on the re-
ceiving end of goods that pertained to high culture, as Issawi (1989) calls it, for they imported 
many “ostentatious commodities” (Fitzpatrick 2011, 32). This constant and disproportional 
influx of foreign, luxury goods challenged the traditional culture of stoicism for the elite within 
the empire (Fitzpatrick 2011, 32). The popularization of luxurious eastern items symbolizes 
a shift in the cultural values of Roman citizens from practical to materialistic, which Pliny the 
Elder, author of Natural History, claimed was deleterious to Rome both morally and financially. 
Fitzpatrick (2011) explains that Pliny’s high estimate of the trade deficit, 100 million sesterces 
per year, from the Roman economy to eastern trade holds some credibility, but the estimate 
accounted for such a small percentage of the total GDP of Rome, 10 billion sesterces, that it was 
sustainable and largely unworrying (31). Therefore, the impact of foreign trade on Roman cul-
ture was noticeable despite evidence that it had a negligible impact on the economy. 
	 However, this lack of concern for the deficit did not translate to a lack of interest in east-
ern prospects. Fitzpatrick (2011) recounts various military campaigns in Asia, Arabia, and Afri-
ca where Rome attempted to conquer various prosperous trading kingdoms. Trajan, the Roman 
governor of Syria, led the successful campaign to take control of the Nabataean trade kingdom, 
which gave Rome reign over two cities that were necessary for an eventual campaign to con-
trol Parthia, Rome’s “military and commercial rival” (Fitzpatrick 2011, 39). On the other hand, 
Rome, under the command of Aelius Gallus, failed to secure Arabia and, under the command 
of Cornelius Gallus, failed to conquer Adulis of the African Axumite trade network (Fitzpatrick 
2011, 51-52). Perhaps shockingly, the incredibly wealthy India was never a target of Roman 
conquest despite previously successful leaders, like Trajan, being available for military action 
(Fitzpatrick 2011, 40). Leading to both successes and failures, the influence of economic pros-
perity from other groups guided the politics and, consequently, military action of the imperial 
regime that sought control over these prosperous entities. 
 	 While the empire could not dominate all external trade networks that piqued its interest, 
aristocratic individuals from Rome financially benefited from the allure of those prosperous 
regions, which created the opportunity for ethnic outsiders to culturally influence Romans. 
Fitzpatrick (2011) details the endeavors of money-lending imperial aristocrats who increased 
their wealth by collecting interest from Romans wishing to travel to various trading centers (40). 
The fact that funding expeditions to external locales was so profitable indicates that these voy-
ages were widespread and potentially reached far and wide if they needed to source such large 
funds; so Roman citizens and subjects were most likely bearing witness to a variety of different 
cultures and interacting with diverse ethnic groups while on their journeys. Thus, the Romans 
imported many commodities from other locales that influenced the high culture of the elites 
and aristocrats; and the economic prospects of eastern networks, confirmed by Roman political 
and military interest, attracted Roman travelers, which led to additional interaction with for-
eign cultures. Thus, despite the propensity to imprint on different ethnic factions, the Romans 
were also the receivers of some aspects of cultural influence by others, such as the people in the 
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East participating in the Indian, African, and Arabian trade networks. 

Religion Evidences Cultural Coexistence

	 Some facets of culture were extremely resilient to imperialization, and neither the Ro-
mans nor their cultural counterparts could influence the other. Religion presents one such 
example, and “Religious Mobility in the Roman Empire” by Simon Price (2012) explains the 
unique dynamic between religious cults and different crowds. After successful colonization, 
imperial expansion enabled a network of movement and migration for Roman citizens and 
subjects alike. Price (2012) states that the reasons for migration included commercial pursuits, 
military mobilization, and enslavement (5), and the resulting movement put various ethnic 
groups in closer proximity to each other, which increased the amount of cultural interaction 
between them. For example, Roman citizens who represented the Roman cults established “co-
loniae” in imperial provinces and maintained their traditional practices and rites after moving, 
to emphasize their Roman heritage and values of nationalism (Price 2012, 3-4). Similarly, Jew-
ish communities founded in different regions of the Roman Empire due to economic pursuits or 
enslavement presented an “adherence to eastern origins” surrounding their religious practices, 
evidenced through “both language and iconography” (Price 2012, 4). The framework for mobil-
ity provided by the imperial networks increased the range of people and their native cultures 
throughout the empire. 
	 The resulting migration of various types of culture-bearers facilitated the diffusion of cul-
ture into different regions of the empire and gave rise to the opportunity for cultural imprinting, 
but neither Roman nor outsider dominated in these cultural interactions. The Romans took 
this opportunity by imposing their Latinized religion onto the imperial subjects from different 
cultures. Price (2012) describes how Roman rule subjugated the pre-Roman cults by trans-
forming the nomenclature of the local, ancestral cults to include the names of gods from the 
Roman pantheon (6). However, the practitioners of these ancestral or elective cults in turn used 
this reference to Roman tradition to legitimize their native cults. The Cult of Jupiter Dolichenus 
expanded upon the new nomenclature and became the Cult of “Jupiter Optimus Maximus Doli-
chenus” and “implicitly asserted the over-arching position of the deities of Doliche, perhaps in 
competition with the Roman state cult” (Price 2012, 16). Though this suggests that Roman sub-
jects protected their ancestral religions from imperial suppression, some subjects had to adapt 
their practices to conform to Roman cultural standards. Elective cults were said to lack tradition 
and heritage and, therefore, virtue (Price 2012, 17), and Christianity was a victim of this Roman 
discrimination against elective cults. In response, some followers portrayed Christianity as 
an ethnic religion to gain social acceptance in their new environment while maintaining their 
personal religious values (Price 2012, 17). Although pressure from Roman culture influenced 
action from ethnic and elective cults, the followers maintained their autonomy and preserved 
their cultures against Roman imperialism. Alternatively, followers of the Roman state cult and 
other local cults displayed this same resilience when practitioners of different religions worked 
to diffuse their beliefs across the empire as well. Therefore, the Roman Empire did not cultur-
ally imprint upon their subjects in terms of religion. The Roman subjects did not fully adopt the 
religious culture of Rome nor did they abandon their ancestral or elective cults, and the local 
cults did not manage to extensively expand their influence to the Romans until the rise of Chris-
tianity much later in the chronology of the empire. 

Roman Influence on Politics and Social Mobility

	 On the other hand, one aspect of culture that the Romans did completely dominate was 
politics. Alexander Skinner (2013) analyzes the opportunities for Roman citizens and subjects 



VENTURE131

to transcend the social hierarchy in his work, “Political Mobility in the Later Roman Empire.” 
The first argument that Skinner (2013) makes is that the terminology for economic and career 
mobility needs to be qualified as political as opposed to social, for the mobility did not occur 
between social classes but inside them (19- 20). The patterns of this mobility thus indicate 
that there was not a workplace-facilitated interaction between members of each social class as 
peers in society, for one’s career depended on their social identity. Thomas Erikson (2010) gives 
significance to this social dynamic in his book, Ethnicity and Nationalism: Anthropological Per-
spectives. To expand on the ethnic identity of the Romans as presented by Van der Vliet (2003), 
Erikson (2010) explains that among members of the same ethnic group, there are criteria that 
define further categorizations of ethnicity in horizontal and vertical dimensions. For the situa-
tion regarding Roman citizens and subjects, we need to examine the vertical scale of ethnicity 
as we are examining power relations in one society (Eriksen 2010, 58). Van der Vliet (2003) 
provides the framework used amongst the Romans to further distinguish the differences among 
members of the same ethnic classification. He states that the additional distinctions for identity 
are dependent on one’s proximity to “the center of power,” which is the emperor (Van der Vliet 
2003, 271). This arrangement defines the division between Roman citizens and subjects alike 
based solely on their social class and labor contribution, which dictates proximity to the em-
peror. The new ethnic divisions theorized by Erikson (2010), and exemplified by Van der Vliet 
(2003), show that new groups are created under the same ethnic category based on economic 
and political positioning in society. 
	 Thus, any cultural differences among the vertical scale of ethnicity understood in the 
Roman Empire indicate that there are new interacting factions that can be subjected to cultural 
imperialism by another. Based on the evidence from Van der Vliet (2003), we know that the new 
interacting groups were the different social classes, and we can determine cultural differences 
between them that would allow for cultural interaction. One example of cultural differences be-
tween the social classes is how the elites versus the commoners valued stoicism. As previously 
evidenced through Pliny’s sentiments, members of the lower social strata disdainfully viewed 
the Roman elites’ inflated consumption of luxurious Eastern commodities (Fitzpatrick 2011, 
32). The indicated difference in consumption habits and accompanying sentiments illustrates 
a disconnect in cultural values between those belonging to the wealthy and to the lower classes. 
Additionally, the success of a Cult of Mithras, due to the collaboration and shared theology of Ro-
man citizens identifying with the same social positioning, indicates that there were shared cul-
tural values among the group. Price (2012) describes the successful recruitment for the Cult of 
Mithras in the city of Virunum based on the efforts and personal contacts of the followers, and 
he explains that the cult followers were all “modestly successful” as they collectively funded the 
renovation of their ‘temple’ as a group without the benefaction of any particular individuals (9-
10). This example shows that different Roman citizens of the same social class exhibited similar 
cultural values, for they all subscribed to the Cult of Mithras and worked together to accomplish 
their collective goals of renovation and recruitment. These examples indicate that there were 
distinct aspects of culture differentiating the social classes in the Roman Empire, which allowed 
for the possibility of cultural imperialism among the various groups. 
	 The opportunity for cultural imperialism among the different social classes was taken by 
the aristocratic imperial regime who determined the political culture for all in the empire. As 
previously stated, Skinner (2013) claims that the opportunity for political mobility was limited 
to the highest stratum of Roman society as this mobility was an “internal oligarchic phenome-
non” (32). Skinner (2013) supports his argument by refuting the claims of other scholars who 
argue that social mobility can be witnessed in the Eastern Empire by discussing the examples 
of Quirinus, Pelagius, Domitius, and Eumolpius (45-47), all of whom depict mobility that was 
occurring within their original social class, the curial stratum. This sentiment regarding the in-
ternal phenomenon is further endorsed by the recruitment of provincial aristocrats and mem-
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bers of curial families to fill in the political positions opened by outgoing imperial aristocrats. 
Skinner (2013) states, “...it was from the wealthy magnate families at the apex of provincial life 
that easter senators in general were recruited” (28), and he substantiates this claim with the 
historical evidence of “persistent regulation” of the “recruitment of persons from curial families 
into imperial service” presented by the Theodosian Code (38-42). The recruitment of provincial 
elites indicates that the political mobility of aristocratic subjects was more important to the im-
perial regime than the social mobility of Roman citizens from the lower classes.
	 The political hegemony of the highest social class had real political impacts, which trans-
lated into cultural imprinting as the ruling class determined their political stance based on their 
prospects for financial gain and maintaining their status. Fitzpatrick (2011) details how even 
the most austere politicians, like Cato the Elder (234-149 BCE), relied on the Roman trade and 
commerce policies for personal wealth and resisted political measures to reduce the greed of 
the senatorial class (35). Thus, the domination of politics by one social class dictated the course 
of Roman politics, an important facet of culture, which was enforced for Roman citizens and 
subjects of all social classes even if they did not share the same views. The analysis of political 
mobility by Skinner (2013) proves how the dominant Roman culture dictated by the elite was 
imprinted onto all of the imperial citizens and provincial subjects, displaying the clear cultural 
imperialization of the Roman Empire regarding politics.

Conclusion

	 Therefore, after examining the distinctions between ethnic groups and the framework 
for cultural imperialism, it is evident that the Roman Empire as we remember it today was the 
result of dynamic cultural influence from and onto external entities. This assessment of the 
cultural imprint both on and of the Roman Empire highlights the important but often neglected 
dynamic of influence on a dominant culture from a less dominant one. The theories of identity 
and ethnicity allowed us to understand how the conditions for cultural imprinting were fulfilled 
by the power dynamics between the different interacting factions, Romans and outsiders, to 
enable cultural imperialism. Moreover, the scholarship on trade, religious mobility, and political 
stratification informs our understanding of the results of cultural interaction between the Ro-
man Empire and their provincial subjects as well as neighboring entities.
	 Recognizing this pattern can allow us to properly appreciate and remember the contribu-
tions to larger geopolitical interactions from societies without as much geographic or historical 
expansiveness as the Roman Empire. Further, I believe that this kind of research will be nec-
essary to improve our understanding of contemporary geopolitics by emphasizing the contri-
bution to the current state of popular culture from minority and otherwise oppressed cultural 
groups. Moreover, the analysis of culture based on fluctuating relationships of domination and 
submission will further our understanding of contemporary power dynamics between interact-
ing entities, which will better equip us to promote equality and equity in modern times.
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