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ABSTRACT

This dissertation develops and estimates a spatial autoregressive with autoregressive
errors model of housing prices that accounts for both the endogeneity of spatially-lagged
housing prices and local school quality measured by performance on state standardized
tests. Two datasets are used from Boyertown, PA and Minneapolis, MN. Homes are spa-
tially weighted against each other using a k nearest-neighbor approach. School quality is
thought to be endogenous because unobserved neighborhood amenities in the error term
of a hedonic regression are very likely positively correlated with local elementary, middle,
and high school quality. Following previous literature, the optimal instrument matrix is
constructed as the Cochrane-Orcutt tranformed conditional means of the spatially-lagged
housing prices and quality measures. As school quality is observed on a much lower fre-
quency than housing prices, it is not possible to estimate the conditional mean of school
quality using non-parametric methods as proposed previously in the literature. So in order
to instrument the school quality variables, a parametric model in which school quality is a
function of average home prices within its attendance zone and average home prices outside
its attendance zone but still within the same school district is used. Three different methods
are presented for estimating the conditional mean of the spatiall-lagged housing prices, one
of which is new to the literature. I find that parametrically estimating school quality can
cause issues when the number of observations on quality are low as in the PA dataset. Also
results are not robust to different specifications of W as small changes in k can affect the

estimates by a large amount.
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Chapter 1

INTRODUCTION

This dissertation investigates the link between public school quality and housing prices
using hedonic regressions that control for spatial correlation and endogenous school quality
measures. School quality is a key determinant of housing demand at a given location and,
consequently, housing prices. Anyone who has purchased a home in the last decade can
attest to the role school quality plays in both the pricing and selection of homes, whether
the buyer has children or not. Partly fueling this obsession with school quality is the No
Child Left Behind Act (NCLB) that was passed in 2001. One of the major benefits of the
law is the requirement of data on student progress and school performance to be provided
to parents yearly. This data has enviably made its way to researchers. The Minnesota
Department of Education has a section of their website devoted to multiple datasets ranging
from performance to financial information to transportation® (as do most state departments
of education). However, all this data means little if potential buyers have no access to it.
Websites? have come to parents’ rescue by aggregating the mountains of data and ranking
schools based on different metrics (usually based on yearly standardized test score data). In
areas where data is available, sites even match addresses to attendance zones so perspective
home buyers can quickly sort their potential purchases by their assigned school’s quality. It

then stands to reason that school quality could potentially play a large determining role in

Thttp:/ /education.state.mn.us/MDE /Data/
http:/ /www.schooldigger.com and http://www.greatschools.org are great examples.



a home’s price.

1.1 Brief History

There have been numerous attempts to estimate the impact of school quality on
housing prices since the pioneering study of Oates (1969). A standard approach uses a
hedonic model in which individual housing prices are regressed on measures of school quality
such as standardized test scores and on controls such as the observed characteristics of
houses and the neighborhood. As argued by Black (1999), one challenge is that school
quality is likely correlated with the error term which reflects neighborhood and demographic
characteristics not fully captured by the sample data. For example, residents in better
neighborhoods may be more willing and able to pay for better schools. Following Black
(1999), one line of research controls for the endogeneity by confining the sample observations
to houses near the boundaries of the school zones. The idea is that unobserved neighborhood
quality should vary less than school quality along zone boundaries.

An alternative to the boundary approach is to find instrumental variables that are
correlated with school quality but not housing prices. This is the approach taken by Gibbons
and Machin (2003, 2006), Downes and Zabel (2002) and others. As noted by Nguyen-Hoang
and Yinger (2011), however, the instruments used by these studies are difficult to defend. For
example, Gibbons and Machin (2003) include school type while Downes and Zabel (2002)
include the proportion of the population renting and school-aged. The validity of these
variables as instruments is questionable since they may affect the demand for housing and,
consequently, be correlated with price.

Another approach that can be used to motivate instrumental variables is based on
models of spatial dependence. This approach has been largely neglected by the school cap-
italization literature. Spatial models have been widely used in a variety of fields since the
early work of Anselin (1988). One advantage of spatial models is that spatially lagged exoge-
nous cross-sectional variables can serve as instruments analogous to time-lagged exogenous

variables in time-series regressions. The properties of estimators based on these instruments



have been extensively studied most notably by Kelejian and Prucha (1998, 2004, 2007),
and Lee (2003, 2007). Such instruments may be easier to defend than instruments used
in the non-spatial models in the capitalization literature. Justification of spatially lagged
variables as instruments rests on assumptions that: a) prices in a specified neighborhood are
correlated, and b) the routinely assumed exogenous characteristics of each house are also
exogenous with respect to other houses. The “neighborhood” is specified by the choice of a

spatial weight matrix which can be based on a variety of metrics including physical distance.

1.2 Dissertation Description

Using housing data from FNC, Inc. and standardized test results collected from the
Boyertown School District in Pennsylvania for 2004 to 2010 and the Minneapolis - St. Paul
metro area from 2009 to 2013, we estimate spatial hedonic regressions of housing prices in
which school quality is treated as endogenous. This study appears to be the first to treat
school quality as endogenous in spatial models of individual housing prices. One issue we
encounter not addressed in previous papers is that one endogenous variable (school quality)
is observed for a small number of clusters (school attendance zones) while the other (prices) is
observed for a large number of individual units (houses). Consequently there are only a small
number of observations to estimate the conditional mean of school quality for the optimal
instrumental variable matrix. This also affects the estimation of the conditional mean of
prices which depends on the conditional mean of school quality through a restriction of the
type noted by Lee (2003). We address the problem with different estimation strategies that

vary in their dependence on the conditional mean of school quality.

I found that the method used to estimate the conditional mean of the spatially-lagged
housing prices along with the number of neighbors used in the weighting matrix can have
a large effect on the size, sign, and significance of key estimates. Ranges of the spatial
autocorrelation coefficient in the Minnesota dataset are from about 0.4 to 0.9 depending on
the specification used. The effect of elementary school quality ranges from -0.22 to 0.77 in the

Minnesota dataset. This can be interpreted as the effect of a one standard deviation change



in school quality affecting housing prices in its attendance zone by decreasing them 22 percent
or increasing them 77 percent. As for the Pennsylvania dataset, spatial autocorrelation is
found to be in the about 0.25 in specifications where it is significant. Elementary school
quality is found to have a negative but insignificant effect in almost every specification in
the PA dataset.

The remainder of the dissertation proceeds as follows: chapter 2 covers the school
quality capitalization and spatial literature in more detail while chapter 3 specifies the
econometric models and describes the estimators. Chapter 4 describes the two datasets
and chapter 5 presents the estimation results. Finally chapter 6 concludes and points to pos-
sible future areas of research and extensions of the current work. Also included are several
appendices that contain extra estimation result tables, preliminary work for possible future

research, or estimation programs written for other sections.



Chapter 2
LITERATURE

This chapter endeavors to review and combine two streams of literature. The first
section begins with a discussion of the early work in the school quality capitalization liter-
ature. It then examines the different estimation methods used in the literature to measure
the effect of school quality on housing prices. The second section is a brief review of spatial
econometrics from early work to current techniques. The chapter closes with a discussion of

how spatial methods have been applied to the school quality capitalization problem.

2.1  School Quality Literature

2.1.1 Early Work

The beginning of the school quality capitalization literature hearkens back to Tiebout
(1956) in which Tiebout proposes his model of local expenditures. In this model local gov-
ernments provide different combinations of public goods in an effort to attract or discourage
individuals from living in these towns. The different combinations of public services allow
sorting based on individual preferences and provides a means for local governments to supply
an optimum bundle of public goods to its citizens. In an effort to test the Tiebout model
empirically, Oates (1969) studies several suburban neighborhoods of New York City and
examines how the different levels of public goods and services affect home prices in the area.
One of the major public services Oates discusses is primary and secondary education. While
Oates focuses on educational inputs (expenditures per pupil) as opposed to outputs (test
scores), he mentions this is purely because of the availability of annual expenditure data

where none exist for educational outputs. Using an OLS regression, Oates finds a positive



and significant relationship between school expenditures and the price of homes. Even in this
early paper, Oates notes that a standard OLS regression is misleading due to simultaneous-
equation bias. That is, spending in the local school system is likely a function local income
and therefore correlated with the error term in the regression equation. He therefore tries to
address the problem by instrumenting school expenditures with a list of local demographic

variables. Using this 2SLS approach, Oates still finds a positive and significant effect.

2.1.2 Fixed Effect Approach

Another issue plaguing researchers trying to measure the effect of school quality on
residential property values is that of omitted variable bias. Areas with a high measure of
school quality are also likely to have other high quality public goods and amenities. This
is a natural conclusion of the Tiebout model where individuals who care a great deal about
education likely self-select into areas with other high quality public goods. Black (1999)
confronts this problem and pioneers a boundary discontinuity design in which only homes
within a narrow band surrounding the attendance zone borders are used in the regression
analysis. Black looks at home sales within three suburbs of Boston, Massachusetts. She
restricts the dataset to homes within 0.15 miles' and assigns each home to its closest bound-
ary. Fixed effects are then included in a hedonic regression for each boundary. This has
the effect of holding constant unobserved neighborhood amenities that are assumed to be
constant across the boundary. After controlling for other observable housing characteristics
through the hedonic regression, this results in an estimate of the effect of school quality on
housing prices that accounts for the omitted variable bias that exists in other methodologies.
She found that a 5 percent increase in school test scores resulted in a 2.5 percent increase in
housing prices which was half the size of the effect found when not including the boundary
fixed effects. This lends credibility to the idea that the boundary fixed effect method reduces
the omitted variable bias (which should bias estimates away from zero due to amenities and

school quality being positively related).

IBlack (1999) also looks at homes within 0.20 and 0.35 miles, but results are similar to 0.15 miles.



Bayer et al. (2007) extends Black (1999) by recognizing that these zone boundaries,
even if constructed through homogeneous regions at their conception, will eventually provide
a natural setting for household sorting based on owner demographics. They provide strong
evidence to show that on any given attendance zone boundary, households with more edu-
cation and income are more likely to exist on the side of the border with the better school.
While Bayer et al. are not using transaction data, they are able to use restricted-level census
data which identifies long-form census responders to the census block level. This allows Bayer
et al. to impute housing values based on responses to questions (which they acknowledge
will include a fair amount of measurement error) and assign sociodemographic information
to each home. By including sociodemographic information along with the boundary fixed
effects, Bayer et al. maintain that the sorting behavior previously discussed is controlled
for and less biased estimates can be computed. They find that like Black (1999) the sim-
ple inclusion of boundary fixed effects significantly lowers the coefficient on school quality.
However, by also including the sociodemographic data the coefficient is reduced even farther.
The final estimate gives an increase of one standard deviation of test scores raises housing
prices only by 0.02 percent.

In essence, the boundary approach controls for the likely omitted variable bias with
the assumption that unobservable factors in the error term are constant along a boundary
and, thereby, uncorrelated with school quality in the restricted sample. This entails two
costs. The first is a drastic reduction in the sample size. Since the majority of houses are not
located along boundaries, considerable information is lost on the covariation of school quality
and housing prices. Moreover, if certain unobserved neighborhood characteristics are more
likely to occur along boundaries, then there is also selection bias. Second, although it may
be plausible that neighborhood effects are approximately constant along zone boundaries,
consistent estimation of the coefficients requires a more restrictive assumption, namely that
there is no variation in factors that would be otherwise correlated with school quality. This

is a very restrictive assumption. Bayer et al. (2007) make the point that in an ideal world,



researchers would compare two homes on opposite sides of a street that is bisected by an
attendance boundary. However, in the real world researchers must look at homes within
a band along the boundary up to 0.35 miles on each side in some studies (Black, 1999).
While Bayer et al. focus on the issue of the width of the band around the boundary, another
compounding problem is it’s length. Some boundaries could be miles in length and therefore
having to assume that neighborhood effects are constant along the entire border is a stretch

of one’s imagination.

2.1.3 Repeat-Sales Approach

One of the largest hurdles for the above fixed effect approaches to clear is that un-
observed neighborhood and home characteristics can have large effects on a home’s price
and would therefore bias any estimates. Both Black (1999) and Bayer et al. (2007) try to
capture the unobserved neighborhood effects by including the boundary fixed effects. While
this likely captures some, if not most, neighborhood amenities, it does nothing to address
the issue that homes in a better school zone may be more likely to have nicer details (granite
counter-tops, crown molding, appliances, etc.) which would demand higher selling prices.
In an effort to address this concern, Ries and Somerville (2010) employ a repeat-sales ap-
proach that removes time-invariant unobserved housing and neighborhood characteristics.
They study home sales in Vancouver from 1996-2003. In September 2000, Vancouver schools
were rezoned so that some homes in the district changed which elementary and/or sec-
ondary school children in that home would attend. This natural experiment provides Ries
and Somerville their identification strategy. Imagine a home within a rezoned area that is
sold once before the rezoning and once afterwards. Controlling for time trends and assum-
ing there were no changes to the home in the time between sales, one can attribute any
price change to the change in school quality. They control for neighborhood price trends
through the use of localized price indexes in an effort to separate the changing neighborhood
trends from changes in school quality. Repeat-sales methodology is usually plagued with

small sample size issues. However, in this instance Ries and Somerville have 87,381 repeated



transactions, with 3,790 within the rezoned areas. Using this unusually large dataset, Ries
and Somerville find little to no evidence for capitalization of elementary scores (and in some
cases negative effects). Secondary scores do tend to have a positive effect of a 1.6 percent

increase of housing prices with a one standard deviation increase in secondary quality.

2.1.4 Two-stage Least Squares Approach

Another method of controlling for omitted variable bias is to use a 2SLS approach.
The trouble then becomes finding useful instruments for school quality. Gibbons and Machin
(2003) face an interesting challenge in that they strive to tie school quality to housing prices
using a dataset from the U.K. However, in the U.K. attendance zones are only mildly
enforced and the system operates much closer to a “school choice” model. Therefore for
a given postal code zone (their most disaggregated level of home information), local school
quality is calculated as a weighted average of nearby primary schools based on distance to the
school. Neighborhood amenities and other sociodemographic variables are not included in the
regression equation directly, but are estimated non-parametrically through a methodology
similar to a spatial Durbin model? where nearby exogenous variables are weighted based on
distance or other measures and the averages are included in the regression function. In order
to control for the endogenous school quality measure, Gibbons and Machin use the historical
category of local schools (Community, Religious, or Controlled) and the age range of students
in the schools as instruments of quality. They argue that these categories are so historical
in nature they they are not affected by short-term conditions in the housing market nor by
local sociodemographic conditions. They find that an increase of one percentage point of
the number of children meeting specific testing goals raise surrounding home prices by 0.67
percent.

Like Gibbons and Machin (2003), Downes and Zabel (2002) do not work directly

with home sales data, but with Chicago respondents to the American Home Survey which

2y = XB+ W X0+ ¢, where W is an nxn weighting matrix. See Elhorst (2010) for more on the spatial
Durbin model.



are identified down to their census tract. So in order to construct a school quality measure,
Downes and Zabel assign each school to a census tract and create a weighted average of the
school quality measures of each school based on what percentage of the census tract their
attendance zone covers. Another issue they face is that they only have respondent’s self-
valuation of the home’s value and not a market price which can introduce bias if most people
tend to overstate the price of their home. However, Downes and Zabel note that because the
survey includes a random sampling of homes, their sample does not suffer from any selection
bias which might exist due to qualitative differences in homes that are selling versus those
that do not sell in a given time period. As instruments to school quality, they use a mixture
of neighborhood characteristics and school characteristics (proportion of the tax base that
is residential, proportion of the population that is school aged, per pupil assessed value, and
the proportion of the population renting). As Ries and Somerville (2010) point out, these
instruments may very well directly affect local home prices and therefore instrument validity

is a major concern.

2.2 Spatial Literature

As the field of spatial econometrics is quite broad in scope, this review will concentrate
on papers directly applicable to the model and estimation procedures put forth in later

chapters.?

2.2.1 Kelejian-Prucha Approach

It seems intuitive that one determinant of a home’s price would be the prices of
the surrounding homes. With other home prices in the regression equation, however, home
prices must then be considered endogenous. In that regard, spatial techniques have long
been applied to the housing sector in economic research to control for spatial effects and to

correct for the endogeneity. Anselin (2001) offers a thorough introduction to the topic by

3If the reader wants a more exhaustive view of the history of the field, Anselin (2010) covers the early
development in the 1970s through modern implementations.
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walking through the basic foundations of spatial econometrics and briefly discussing several
different estimation procedures (ML, Spatial 2SLS, and GMM).

One of the earliest spatial models studied was that of a spatially autoregressive (SAR)
model. Both Ord (1975) and Anselin (1988) study the SAR model and Kelejian and Robinson
(1993) show that a natural choice of instruments to deal with the endogeneity of the spatially
lagged home prices are spatial lags of the exogenous RHS variables. In order to understand
their suggestion, it is useful to first examine the basic model. A SAR model has the following

form:

y=XB+A\Wy+e. (2.1)

Now, one can quickly solve the model for y by subtracting AWy from both sides, factoring

out y and then multiplying by the inverse of the remaining term to get

y= (- IW)(XB+e).

The term (I — AW)~! is commonly referred to as the “spatial multiplier”. However, to
understand Kelejian and Robinson’s suggestion of spatially lagged exogenous variables, it
helps to not solve the equation as above, but to expand the right-hand side of the equation

by recursively substituting the original model in for y. This leads to

y=XB+WXNE+W3XNB+W3XNp+... (2.2)

and therefore their suggestion of spatially lagged exogenous variables as instruments for the
endogenous Wy term makes perfect sense.

Kelejian and Prucha (1998) build on the SAR model by extending the earlier results
to a spatially autoregressive with autoregressive errors (SARAR) model. Up to this point
researchers had developed consistent estimators for SAR models and models with a spatial

component to their error term, called spatial error models (SEM). However, there was no
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consistent estimator for SARAR model which combined both of these issues (spatially lagged
dependent variables and spatially lagged error disturbance) together. The SARAR model is

generally

y=Xp+\Wy+u, u=pWu-+e. (2.3)

Kelejian and Prucha (1998) develop a now widely used 4-step 2SLS procedure to
estimate the coefficient of the spatially lagged dependent variable and spatial autoregressive

parameter in the error term. This procedure is briefly

Step 1 Estimate § and A using 2SLS with instrument matrix [X, WX, W2X, ... W»X].
Step 2 Estimate p using GMM from the residuals of step 1.

Step 3 Perform a Cochrane-Orcutt type transformation to the variables so that error term
is spherical using p from step 2.

Step 4 Estimate ﬁ and \ using 2SLS on transformed variables with instrument matrix
(X, WX, W2X,... WrX].

In some instances, a fifth step is added to re-estimate the spatial error coefficient (p) in order

to get a more precise estimate, but is not required.

2.2.2 The Lee Critique

While the Kelejian and Prucha method produces asymptotically consistent estima-
tors, they are not asymptotically efficient as shown by Lee (2003). Lee develops the best
generalized spatial two-stage least squares (BGS2SLS) estimator. His procedure differs from

that of Kelejian and Prucha (1998) only in the last step. In Lee (2003)

Steps 1-3 Same as Kelejian and Prucha (1998) steps 1-3.

Step 4 Estimate B and \ using 2SLS on transformed variables with instrument matrix ﬁ;:.

where

H: = (I —pW)[X,W({I - N"'X§3). (2.4)
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Lee’s instrument matrix is different from that of Kelejian and Prucha (1998) in two respects.
First, he notes that the instruments should have the same Cochrane-Orcutt type transfor-
mation applied that is applied to other variables. Second, and more importantly, he notes
that the SARAR model has a closed form optimum instrument matrix and so there is then
no need to non-parametrically approximate it with Kelejian and Prucha’s instrument matrix
of [X, WX, W2X, ..., WPX]. It is by imposing this restriction given by the model? that Lee

gains his efficiency.

2.2.3 Additional Endogenous Variables

Unfortunately, the literature of extending the spatial models described above to ad-
ditional right-hand side endogenous variables is quite sparse. Drukker et al. (2013) is a very
recent theoretical paper extending Kelejian and Prucha (1998) to allow for additional en-
dogenous variables besides the spatially lagged dependent variable. They essentially handle
the additional variables by using the same spatially lagged instrument matrix suggested by
Kelejian and Prucha (1998). The reasoning behind the choice of also using this IV matrix
for other endogenous variables is given as it “achieves a computationally simple approxi-
mation of the ideal instruments, which are given in terms of the conditional means of the
RHS variables”. This method is also mentioned by Elhorst (2010). Drukker et al. are also
the author of a recently developed Stata module for spatial IV regression that implements
this same methodology. It is therefore likely that there will soon be a more dense literature
following this method. In a contrasting and more traditional approach, L. and N. (2008) use
additional exogenous variables as instruments in addition to the already included spatially-
lagged exogenous variables in their study of air quality effects on housing prices. Liu and Lee
(2012) present a theoretical work studying the finite sample properties of large instrument
sets that could arise when trying to control of additional endogenous variables in the spatial

models and present a bias correction when instrument sets grow as the sample size increases.

W =pW)y=(I—pW)I - AW) X3 +e
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2.2.4 Spatial and School Quality Literature

The neglect of the spatial approach by school capitalization literature is somewhat
surprising since hedonic-regression studies of housing prices routinely adopt spatial models
(see, for example, Dorsey et al., 2010 and the survey by Hill, 2012). The only applications of
hedonic spatial models to school quality appear to be Brasington and Haurin (2006, 2009);
Sedgley et al. (2008). However, all of these studies treat the school quality variables as
exogenous. Brasington and Haurin (2006, 2009) use a spatial hedonic model for different
specifications of school quality in an effort to test which measure is being used by buyers and
sellers as a measure of quality. They argue that by controlling for spatial effects, omitted
variable bias is accounted for. This is because the spatial lag term “acts like a highly localized
dummy variable capturing high localized influences common to just the nearest neighbors
of each house." Sedgley et al. (2008) also investigate which measures of school quality are
capitalized into home prices. They fail to address any endogeneity issue of their school
quality measures. One possible explanation is that most applied spatial studies in all areas
confine treatment of endogeneity to the spatially lagged variables and assume all other right
hand side variables are exogenous. The only exception in the school quality literature is
Fingleton and Le Gallo (2008). They specifically treat school quality as endogenous in their
model. However in contrast to this study, their housing data is aggregated to the school

district level and so does not contain individual transaction data.
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Chapter 3
MODEL

3.1 A Nalve Model

To begin, it helps to start at perhaps the most simplistic and naive point possible
and build from there. Therefore, a good model to begin with is a simple hedonic model that

ignores any endogeneity concerns. This simple model is specified as follows:

Pith = XignB™ + St + €in (3.1)

where X7, is a vector of housing characteristics of home 7 in time period ¢ in the school
attendance zone h, py, is the natural logarithm of the sales price of that house, sp; is the
quality of the school in zone h at time ¢, and ¢, is an idiosyncratic error. The vector X7,
consists of observed attributes such as the age of the home, gross living area, lot size, and
the numbers of rooms, bedrooms, and bathrooms. It is important to note that in each time
period a different set of homes are sold and so homes ith and ish usually correspond to
different houses if ¢t # s.

As described in the literature chapter above, this model grossly ignores two issues
well known in the literature: housing values can have an effect on each other through spatial
autocorrelation and the school quality variable is very likely correlated with unobserved
neighborhood amenities and should therefore be treated as endogenous. By not controlling

for these concerns, estimates of the coefficients 5 and 6 will be biased and inconsistent.
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Other researchers have attempted to confront these issues. For example, Black (1999)
adds boundary fixed effects to the hedonic regression above (and restricts the dataset to

homes within a certain distance the boundary) in the form of

Pithe = X" + 500 + Kpd + €inp (3.2)

where K is a vector of dummy variables that are equal to 1 when home 7 is near boundary
b. This methodology is equivalent to calculating the expected average price of a home on
different sides of boundaries and attributing the difference in price to the difference in school
quality. As was stated above, this method still is likely to have biased coefficients due
to neighborhood effects not being constant across the boundary, for example if there was
gerrymandering of boundary lines around certain neighborhoods or, as Bayer et al. (2007)
point out, sorting has occurred after the lines were drawn. Bayer ef al. try to alleviate
this problem by adding sociodemographic data to (3.2) but they still fail to account for the

possibility of spatial autocorrelation in the data.

3.2 A Spatial Model

A modified version of (3.1) to account for first-order spatial autocorrelation in both

the hedonic model and error term is

Pith = XppB™ + A Z WijPith + Shtl + Vp + Uine (3.3)
i#£]

i=1,...,N@);t=1,...,T;h=1,....H

where

Uiht = PZ WijUjht + E€iht- (3.4)
J#i
In addition to the variables defined above, w;; is the spatial weight corresponding to houses

1 and 7 and vy is a “zone-time” effect that reflects unobserved factors that are common to
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homes in zone h at time ¢. The problem is then to estimate 5*, A, 6, and p from a sample
of observed variables. In this model, both the prices of other homes and the school quality
variables are allowed to be endogenous, while the observed attributes in X}, are assumed
to be uncorrelated with wu;,;. Before moving on to how to address possible instruments for
these endogenous variables, let us dive a bit deeper into how w;; is constructed and the

specification of vy;.

3.2.1 Spatial Weights

In the spatial literature, the number of methods to construct w;; are almost as nu-
merous as the papers themselves. Despite the lack of consensus of their form, the choice
of spatial weights is very important. w;; effectively defines the economic relationship be-
tween units (in this case, homes). Getis (2009) argues against the use of a simple contiguous
weighting matrix. In a contiguous weighting matrix, all “neighboring” homes are equally
weighted, irrespective of any differences in distance or other factors. In an earlier paper
(Getis and Aldstadt, 2004) he favors an empirically generated weighting matrix. However,
in this case we require the weights to be exogenous and so perhaps the most economically

intuitive option is that of a decaying distance function, specifically,

wij = 1/d;; (3.5)

where d;; is the distance between houses ¢ and j. In the light of a large dataset however,
having every home related to every other home becomes extremely data intensive.! There-
fore, in this project the number of “neighbors” are capped at some constant &k that we allow
to vary between 5 and 30 in increments of 5. This allows the use of a structure in Matlab

called a “sparse” matrix which only stores non-zero elements.?

! The size of a matrix in Matlab is composed of two parts: the size of the array header and the data itself.
The size of the header is equal to 112 bytes for each row in the matrix. The size of the data is 8 bytes for
each cell. So therefore the total size of a matrix (in gigabytes) is (8n? + 112n)/23° which when n = 4000 is
equal to 0.12Gb (or about 120 megabytes). However, when n = 100000 the size becomes 74.5Gb which is
too large to store on almost any desktop computer

2Therefore, the size of a matrix when n = 100000 and k = 5 is only 14.5 megabytes.
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3.2.2 Zone-Time Effects

As stated above, the zone effect v, reflects unobserved factors that are common to
houses in zone h at time ¢. These include unobserved aspects of school quality and neighbor-
hood quality and demographics. Without additional restrictions, vy, cannot be distinguished
from s,,0 and, consequently, the main coefficients of interest are not identified. One “solu-
tion” is to relegate v, to the error term under the assumption that it is uncorrelated with
X7, However, this would be difficult to justify since vy, reflects in part unobserved aspects
of school quality that may be correlated with variables in X ,. For example, larger houses
might be more likely have more school age children and, consequently, homeowners that are
more willing to support increased funding for schools. Another problem with relegating v,
to the error term is that estimators of (3.3) would then depend on HT-asymptotics. This
would be undesirable since T and H are relatively small in our Pennsylvania application.

To identify the school quality coefficients without relegating vy, to the error term, we

assume additive time and zone effects:

Unt = O¢ + 1. (3~6)

Under this assumption, the coefficients can be identified without restricting the correlation

between X}, and vy, by simply adding separate time and zone dummies to (3.3).

3.3 Instrumental Variables Estimation

To discuss estimation of (3.3), it would beneficial to write it in matrix notation. Let
zone; = 1 if house ¢ is in zone h at time ¢ and 0 otherwise; N = Zthl N(t); X is an N by
k ma