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ABSTRACT
A complex combination of genes and environment influence health and, as a result, both genes and environment can play a role in shaping health disparities. We consider distinctions in these influences across rural and urban settings, expanding upon work that shows lower genetic associations in rural compared to urban places by studying an older age group and examining more than the typical outcomes of alcohol/substance abuse. Using a sample of 14,994 adults from the 1992 through 2016 waves of the Health and Retirement Study, our results suggest genetic associations for BMI and heart conditions are significantly lower in rural compared to urban settings. We do not find evidence in support of this association for depression and smoking. In sum, the results suggest the gene-environment interaction may play a role in the well-documented disparities across rural and urban places within the United States, further highlighting the importance of the social, economic, and built environments for individual health.
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INTRODUCTION
Disparities in health behaviors, morbidities, and mortality pervade contemporary societies (Adler and Newman 2002; Dubay and Lebrun 2012; Singer 2012). These disparities have been examined in terms of
their socioeconomic, racial, and/or sex-gender delineations (e.g., Marmot 2005; Goosby & Heidbrink 2013; Krieger et al. 2003), and recent work has used individual and population-level genetic variation to provide important insights into the social determinants of health (Kashyap et al. 2015). In this article, we apply a Gene-Environment (GxE) framework to understanding health disparities in terms of the rural-urban divide in the United States. In doing so, we highlight the role of context in health while also challenging the oversimplified “nature versus nurture” framework that has structured much of the framing of the work on health outcomes and disparities for the past century. Specifically, we examine whether health disparities in obesity, depression, cigarette smoking, and heart conditions between rural and urban residents are enhanced or reduced among individuals according to genetic risk.

Overall, rural dwellers in the U.S. tend to have poorer health than their urban counterparts. For example, some research suggests rural residents are less likely to engage in a healthy lifestyle including regular physical activity, adequate sleep duration, and low to moderate rates of alcohol consumption (Matthews et al. 2017). Age-adjusted death rates among rural residents are higher for many causes (ca. 1999-2014; Moy et al. 2017) which combine to yield a “rural mortality penalty” that has been widening since the mid-1960s (Cosby et al. 2019; James 2014). By emphasizing rural-urban differentials in health, our work responds to the call for GxE scholarship to represent the full range of contexts in which Americans live (Boardman, Daw, and Freese 2013). Given the non-trivial representation of Americans living in rural areas—about 14 percent as of July 2019 (Cromartie et al. 2020)—understanding variation in rural-urban genetic risk for specific health problems is essential for a comprehensive understanding of rural health determinants. Here, we focus on cigarette smoking, obesity, depression, and heart conditions, all health issues that show disparities across the rural-urban divide. Further, emphasis on these issues expands prior GxE work in rural settings which has exclusively focused on alcohol and substance abuse, and younger age groups. Importantly, the rural United States is aging more rapidly relative to the rest of the country (Jensen et al. 2020; Sparks 2012). This in mind, the most urgent healthcare challenges faced by rural America in the near future will likely be most apparent for older rural residents, illustrating a need to understand the underlying health dynamics for this group in particular. Our work also captures key dimensions of health, namely physical health (heart conditions and obesity), mental health (depression),
and health behaviors (cigarette smoking and obesity), and introduces the most up-to-date methods in GxE research.

We might expect rural-urban health disparities as a function of genetic risk across these outcomes for a few reasons. First, prior, albeit limited, work has found that genes do interact with rural settings to influence complex health and behavioral outcomes (Davis, Natta, and Slutske 2017; Legrand et al. 2008; Rose et al. 2001; Taylor et al. 2011). Thus, there is a well-established rationale for studying rural health from a GxE perspective. Second, as our work captures the above-mentioned multidimensional nature of health (i.e., physical, mental, and behavior) this may lend insight to the relevant environmental mechanisms. For instance, a higher prevalence of obesity in rural places as a function of genetic risk could be driven by the phenomenon of food deserts (Whitley 2013). Likewise, a higher prevalence of heart conditions given genetic propensity for this outcome could be spurred by the problematic closing of rural hospitals and physical health services (Kaufman et al. 2016). Finally, many health problems are driven by stress exposure in that stress can “get under the skin” (McEwen 2012; Shields 2017). In other words, the adversity of a given environment goes beyond merely being correlated with poor health outcomes in that it may cause physical and psychosocial ailments through physiological, neurological, genetic, and epigenetic mechanisms (Galea, Uddin, and Koenen 2011). For example, prior work documents greater allostatic load (i.e., the cumulative wear and tear on the body due to adapting to adverse physical or psychosocial situations, see Geronimus et al. 2006) among impoverished children in rural compared to urban places (Evans et al. 2012). Further, stress exposure in rural places—both the source and frequency—may differ substantially from such exposure in urban areas (Dobis et al. 2020). Taken together, this confluence of factors motivates the current study.

BACKGROUND

Rural and Urban Health Disparities

Addressing each of our outcomes of interest in turn, recent CDC data suggest that 28.5 percent of adults in rural areas smoke regularly compared to 25.1 percent in urban areas and 18.3 percent in large metro areas (Center for Behavioral Health Statistics and Quality 2020). Moreover, rural smokers are much more likely to smoke heavily, defined as 15 or more cigarettes per day (U.S. Department of Health and Human Services 2014). This pattern persists across age groups—a national survey finds that in 2014-2016, rural youth were 50 percent more likely to
smoke than their urban peers (Ziller et al. 2019). On a national scale, prior work shows how individuals’ genetic predisposition for cigarette smoking has shifted over time. Specifically, a study demonstrated that the first Surgeon General’s Report advising against smoking coincides with an increase in the effect of genetic influences on regular smoking, while later legislation prohibiting smoking in public places significantly attenuated these influences (Boardman, Blalock, and Pampel 2010). Put differently, this implies that an environmental shock (i.e., the Report) convinced enough individuals to quit smoking such that those who continued had among the highest genetic risk for smoking, thereby “increasing” the importance of genetic factors in influencing whether one will smoke. With this dynamic in mind, understanding if and how rural residence acts as an environmental influence within a GxE framework could shed light on what is driving rural-urban disparities.

Obesity is another health issue that deeply impacts Americans as a whole but is substantially worse among the rural population. In 1998, 20.4 percent of rural adults compared to 17.8 percent of urban adults were obese (Patterson et al. 2004). By 2008, those figures had grown to 39.6 percent and 33.4 percent, respectively (Befort, Nazir, and Perri 2012), further revealing a widening of the rural-urban disparity. More recent data, from 2013-16, show continued increases with obesity among rural and urban dwellers reaching 43.1 percent and 35.1 percent, respectively (Hales et al. 2018). As with cigarette smoking, a large body of GxE work has examined obesity. For instance, research by Guo et al. (2015) found the influence of the genome on obesity is significantly influenced by historical period as well as physical activity, suggesting that genetic influences vary as a function of broader context as well as behaviors within an individual’s lifetime. Specifically, this work showed the heritability of BMI to be substantially larger after the mid-1980s than in the preceding decades across multiple age groups, and apparently smaller among physically active individuals than those not active. All of this is to say that there is precedent for studying obesity in terms of a GxE framework as well as from a rural-urban health disparities perspective. Ours is the first project to combine the two.

Related to obesity is the comorbidity of heart conditions and, again, rural residents suffer relatively more than their urban counterparts. Specifically, crude prevalence of coronary heart disease is 38.8 percent higher among respondents living in rural areas compared with urban areas (O’Connor and Wellenius 2012). Similarly, to our knowledge, no prior work
has applied a GxE understanding to heart conditions in rural contexts. Thus, our work makes important inroads in this area.

Finally, GxE literature has also linked depression to social environments. One of the pioneering papers of GxE research with respect to stress found that individuals possessing one variant of a specific gene suffered the fewest depressive symptoms in salubrious (i.e., non-stressful) environments but by far the most severe depression in more stressful environments (Caspi et al. 2003). Although this particular study has a mixed replication history, the broader perspective—that certain genotypes are differentially susceptible to some outcomes (e.g., depression) as a function of their surrounding environment—is a cornerstone of the GxE framework. More recent work has accordingly found that the effects of genetic risk for depression are significantly moderated by overall environmental stress exposure (Gonda et al. 2018). This is important to rural-urban health disparities because stress exposure in rural areas—both the source and frequency—may differ substantially from such exposure in urban areas (Dobis et al. 2020). As examples, some rural areas have less diversified local economies, riskier occupations (e.g., mining), more restricted access to healthcare, lower social capital, and higher rates of mortality. Coping strategies could also vary. Potentially related, residents of rural areas suffer from higher rates of drug and alcohol abuse, as well as higher rates of self-harm and interpersonal violence (Dwyer-Lindgren et al. 2016).

**Gene-Environment Interactions and Health**

As suggested by the above studies, GXE research on social phenomena has most typically been concerned with explaining the “nurture” aspect of health outcomes. With the increasing availability of physiological and genetic markers, “nature” can be added to investigations to shed light on the interactions between genetics and human environments as they shape health behaviors and outcomes. In the context of this study, the GxE framework anticipates that rural-urban health disparities may be related to different, place-related, cumulative genetic risk for a specific morbidity. Thus, we contend that if context (i.e., rural residence) is not adequately considered, what may appear to be a purely biological or purely social process could in fact be, and likely is, a complex relationship between the two. The importance of introducing a GxE understanding to this body of literature, then, is that it can elucidate social-contextual effects likely to be misunderstood or altogether overlooked if examining behaviors from “nature” or “nurture” perspectives alone.
Potential Rural-Urban Health Disparities in the GxE Framework

We propose four different hypothetical associations to illustrate the possible outcomes of a statistical interaction analysis as it pertains to GxE where E is conceptualized as rural residence (see Figure 1). GxE models in Figure 1 are unique from the existing GxE typology because they are designed specifically to emphasize existing rural-urban health disparities. Broadly, these hypothetical models illustrate the possible outcomes of a statistical interaction analysis as it pertains to GxE where E is conceptualized as rural residence. Descriptions specific to each hypothesized model are detailed below. Namely, we identify four potential outcomes: a “Constant Disparity,” “Reduced Disparity,” “Emergent Disparity,” and “Crossover.” The null hypothesis is described by the “Constant Disparity” model in the upper left corner of Figure 1. Here, residents of rural areas (dark lines) have a higher prevalence of a particular morbidity compared to urban residents but this disparity is consistent across levels of genetic risk (i.e. the values on the x-axis). In this model, genetic risk may certainly affect the morbidity, but the magnitude of the genetic association is similar for rural and urban residents and, therefore, bringing genotype to bear does little to shed light on existing disparities in health outcomes.

The “Reduced Disparity” model suggests that existing health disparities are only evident among those with the lowest overall genetic risk but among those with high genetic risk, there is no health risk associated with area of residence. In this case, the association between genotype and phenotype is weaker among rural residents. This model is important because it suggests that genetic sensitivity is not something that is enhanced or triggered among rural residents. Indeed, quite the opposite, among those with similarly low levels of genetic risk, large differences in health emerge which point to factors unique to rural settings that may be linked to this specific health outcome. The opposite is shown in the “Emergent Disparity” model in which there is only a rural-urban disparity among those with the highest genetic risk. This focuses on individual-level (i.e., genetic) differences as a determinant of larger rural-urban health disparities. Thus, inclusion of both the Reduced and Emergent Disparity models captures the possibility that there is less heterogeneity among rural than urban residents in the relevant variables. In other words, given more similar characteristics within rural areas, the effects of genotype on our outcomes could be either under- (Reduced) or over- (Emergent) determined. More specifically, the effects of a rural environment on one’s health could be so uniform that in one instance, they
may overpower what protective individual factors one brings to the table, or they may allow for the genetic signal to be artificially strong relative to the noise. Separate work (Domingue et al. 2015) has shown this dynamic with respect to academic performance among Black versus White students (e.g., the “environmental” effects of structural racism suppress genetically oriented academic talent, leading to lower coefficients for genetic markers for educational attainment among Black students). In the context of rural-urban residence, this may manifest as rural places being so similar for individuals that their genetic propensities are “washed out,” or alternatively, that this rural similarity leaves room for only genetics to affect certain health outcomes.

Finally, the “Crossover Disparity” model is similar to the “Reduced Disparity” model in that both anticipate that genetic associations will be weaker in magnitude among rural residents because of environmental differences, but the models differ with respect to the intercept. Accordingly, the overall risk of a specific morbidity among rural residents will be enhanced among those with the lowest genetic risk but reduced among those with the highest genetic risk. This is akin to the “strongest version” of the GxE framework, wherein the effects of the genotype are entirely contingent upon environment, or vice versa. We include this specification, then, in keeping with the history of GxE literature. Specifically, see the above description of Caspi and colleagues’ (2003) study.

To our knowledge, only a handful of studies have applied a GxE approach to understanding rural health (Davis et al. 2017; Legrand et al. 2008; Rose et al. 2001; Taylor et al. 2011). Broadly, this body of research has found that genes do interact with rural settings to influence complex health and behavioral outcomes, such as obesity, drinking behavior, and substance use. Further, these studies indicate that rural environment may attenuate the heritable components of these outcomes by “overshadowing” the extent to which the genetic effects are expressed.

Our work expands upon this collection of research in three key ways. First, extant studies focus exclusively on alcohol use. While alcohol poses health challenges for rural America, it is far from the only issue. Second, of the four studies reviewed above, three (Davis et al. 2017; Legrand et al. 2008; Rose et al. 2001) derived their estimates from twin study design while Taylor et al. (2011) use a candidate gene approach. To be clear, we are not claiming that twin and candidate gene studies are inherently limited. Rather, we seek to expand upon these lines of inquiry by introducing genome-wide measures to the GxE study of rural health.
Figure 1: Hypothetical Models of Rural Health Disparities as a Function of Genetic Risk

Note: The thicker lines represent residents of rural areas, and the thinner lines are residents of urban areas. The values on the x-axis denote low, average, and high levels of genetic risk. The values on the y-axis capture the probability of a particular morbidity or risky health behavior.

disparities. Candidate gene studies emphasize only one or a few genes whereas health outcomes are multifactorial, etiologically complex, and often influenced by multiple (sometimes hundreds of) genes (Lambert et al. 2021). Moreover, candidate gene work may yield biased estimates as a function of publication bias of novel work; publication bias of positive replication attempts; and insufficient statistical power, suggesting that a
substantial portion of candidate GxE work may represent Type 1 errors (Duncan and Keller 2011). Regarding twin studies, although historically a standard of GxE work, genome-wide association studies (GWAS) have the advantage of measuring the genome directly, rather than inferring genetic effects. Further, genome-wide studies have the advantage of being hypothesis-free and can assuage some of the strong assumptions classic twin studies make, including gene-environment correlation (which we address later in the Discussion), additive genetic components, and equal environments. Thus, in their search for relevant polymorphisms, GWAS may represent a more accurate picture of genetic influences on various outcomes.

Finally, the aforementioned studies have focused largely on adolescents, yet the rural United States is aging more rapidly relative to the rest of the country (Jensen et al. 2020; Sparks 2012). Thus, the most pressing healthcare challenges faced by rural America in the near-term will likely fall most heavily on older rural residents, illustrating a need to understand the underlying health dynamics for this group in particular.

Research Objectives
The present research addresses the limitations described above by (1) examining four different health indicators, (2) using state of the art polygenic scores (PGS) to estimate genetic influences (Ware et al. 2017; HRS Staff; HRS), and (3) extending the age range to older adults who have had greater exposure to different environments over time. Overall, the objective of this article is to apply a gene-environment framework to add an important dimension to understanding rural health in the United States. Specifically, we examine whether health disparities in obesity, depression, cigarette smoking, and heart conditions between rural and urban residents are enhanced or reduced among individuals according to genetic risk.

DATA AND METHODS
Sample
We use a sample of 14,994 older (i.e., 50+) adults in the HRS for the years 1994-2016 for whom genetic data were also available (see Supplemental Figure 3 for Study Flow Diagram). The HRS is sponsored by the National Institute on Aging (grant number NIA U01AG009740), focuses on older adults, and is conducted by the University of Michigan. Across all waves, the baseline response rate is 81.3 percent, and we use data from the 2016 RAND Longitudinal File (V2) for all analyses. Beyond
the biological issues faced by older adults, these individuals have also been exposed to a greater variety of environments and, consequently, stressors. Descriptive statistics are provided in Table 1.

**Outcomes**

We use four measures of health that are available for all waves of the HRS (the only exception is depression for which no data were available for the first wave). These four measures include: 1) body mass index (BMI); 2) depression; 3) current smoking; and 4) heart condition. BMI is calculated as self-reported weight divided by the square of self-reported height. Height is converted into meters and weight into kilograms. Beginning in Wave 3, height is only asked of new respondents, but weight is asked in every wave. For respondents being re-interviewed, height is carried forward from their first interview. Depression is measured with the eight-item Center for Epidemiologic Studies Depression (CESD) scale. The CESD score is the sum of six "negative" indicators minus two "positive" indicators. The negative indicators measure whether the respondent experienced the following sentiments all or most of the time: depression, everything is an effort, sleep is restless, felt alone, felt sad, and could not get going. The positive indicators measure whether the respondent felt happy and enjoyed life, all or most of the time. We use a threshold of 3 or higher to classify respondents as depressed (Kessler et al. 1994). Current smoking is measured by response to the question, “Do you smoke cigarettes now?” and was asked of all respondents at each wave. Finally, the presence of a heart condition is assessed with two questions. At the respondent’s first interview, they are asked, “Has a doctor ever told you that you have a heart condition?” and in subsequent interviews they are asked, “Since we last talked to you, that is since [last interview date], has a doctor told you that you have a heart condition?” Not all respondents who responded “yes” in an earlier wave respond “yes” in a later wave. Thus, there is intra-person variation on this variable over time.

Figure 2 presents the prevalence of smoking, depression, heart conditions, and average BMI for rural and urban respondents in the Health and Retirement Study for the 13 waves of data collection from 1992-2016. The p-value statistical significance tests are of the rural-urban disparity across the full range of years, not differences across waves. Again, the goal of this figure is to demonstrate the general patterns with respect to health differences across the four domains in the two different contexts using HRS data.
Table 1: Descriptive Statistics for all Data Used in the Analyses: Health and Retirement Study (1992-2016)

<table>
<thead>
<tr>
<th>Wave</th>
<th>Age</th>
<th>Female</th>
<th>Black</th>
<th>Educ</th>
<th>Rural</th>
<th>Heart</th>
<th>Depression</th>
<th>BMI</th>
<th>Smoke</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>1992</td>
<td>56.174</td>
<td>0.540</td>
<td>0.155</td>
<td>12.690</td>
<td>0.114</td>
<td>0.113</td>
<td>.</td>
<td>27.057</td>
<td>0.219</td>
<td>4,973</td>
</tr>
<tr>
<td>1994</td>
<td>60.875</td>
<td>0.588</td>
<td>0.143</td>
<td>12.615</td>
<td>0.092</td>
<td>0.079</td>
<td>0.143</td>
<td>26.906</td>
<td>0.173</td>
<td>6,343</td>
</tr>
<tr>
<td>1996</td>
<td>62.594</td>
<td>0.595</td>
<td>0.141</td>
<td>12.626</td>
<td>0.071</td>
<td>0.167</td>
<td>0.142</td>
<td>27.074</td>
<td>0.162</td>
<td>6,471</td>
</tr>
<tr>
<td>1998</td>
<td>63.557</td>
<td>0.584</td>
<td>0.139</td>
<td>12.756</td>
<td>0.060</td>
<td>0.162</td>
<td>0.184</td>
<td>27.334</td>
<td>0.156</td>
<td>8,954</td>
</tr>
<tr>
<td>2000</td>
<td>65.304</td>
<td>0.589</td>
<td>0.136</td>
<td>12.774</td>
<td>0.052</td>
<td>0.182</td>
<td>0.184</td>
<td>27.463</td>
<td>0.142</td>
<td>9,115</td>
</tr>
<tr>
<td>2002</td>
<td>67.080</td>
<td>0.589</td>
<td>0.138</td>
<td>12.782</td>
<td>0.040</td>
<td>0.219</td>
<td>0.191</td>
<td>27.529</td>
<td>0.130</td>
<td>9,369</td>
</tr>
<tr>
<td>2004</td>
<td>66.626</td>
<td>0.580</td>
<td>0.149</td>
<td>12.929</td>
<td>0.025</td>
<td>0.228</td>
<td>0.186</td>
<td>27.710</td>
<td>0.141</td>
<td>11,174</td>
</tr>
<tr>
<td>2006</td>
<td>68.425</td>
<td>0.583</td>
<td>0.147</td>
<td>12.935</td>
<td>0.016</td>
<td>0.258</td>
<td>0.199</td>
<td>28.031</td>
<td>0.131</td>
<td>11,439</td>
</tr>
<tr>
<td>2008</td>
<td>70.007</td>
<td>0.586</td>
<td>0.148</td>
<td>12.968</td>
<td>0.015</td>
<td>0.278</td>
<td>0.188</td>
<td>28.068</td>
<td>0.123</td>
<td>11,341</td>
</tr>
<tr>
<td>2010</td>
<td>67.940</td>
<td>0.579</td>
<td>0.204</td>
<td>13.112</td>
<td>0.013</td>
<td>0.262</td>
<td>0.199</td>
<td>28.399</td>
<td>0.143</td>
<td>13,260</td>
</tr>
<tr>
<td>2012</td>
<td>69.172</td>
<td>0.584</td>
<td>0.206</td>
<td>13.163</td>
<td>0.012</td>
<td>0.271</td>
<td>0.204</td>
<td>28.404</td>
<td>0.135</td>
<td>12,650</td>
</tr>
<tr>
<td>2014</td>
<td>70.374</td>
<td>0.595</td>
<td>0.209</td>
<td>13.223</td>
<td>0.012</td>
<td>0.285</td>
<td>0.204</td>
<td>28.463</td>
<td>0.121</td>
<td>11,531</td>
</tr>
<tr>
<td>2016</td>
<td>71.364</td>
<td>0.599</td>
<td>0.215</td>
<td>13.293</td>
<td>0.021</td>
<td>0.292</td>
<td>0.192</td>
<td>28.509</td>
<td>0.111</td>
<td>10,143</td>
</tr>
<tr>
<td>Total</td>
<td>67.021</td>
<td>0.585</td>
<td>0.168</td>
<td>12.957</td>
<td>0.034</td>
<td>0.229</td>
<td>0.189</td>
<td>27.889</td>
<td>0.140</td>
<td></td>
</tr>
</tbody>
</table>

N (Obs) 126,763 126,763 126,763 126,763 126,699 118,092 125,556 126,123 126,763
N (Ind) 14,994 14,994 14,994 14,994 14,994 14,994 14,992 14,989 14,986 14,994

Note: Cell entries are the means for continuous variable and the proportion for binary variables. Depression was not measured in 1992.
Figure 2: Rural-Urban Health Disparities in the Health and Retirement Study (1992-2016)

Note: Thicker lines represent residents of rural counties and thinner lines are suburban and urban residents. All data from the 1992-2016 Health and Retirement Study (N= 15,306). NS Non-Significant, +p< .1 *p< .05 **p< .01
Predictors

**Genetic data.** Genetic data for the HRS are based on samples collected in two phases. First, buccal swabs were taken in 2006 using the Qiagen Autopure method. Second, saliva samples were collected in 2008 and extended with Oragene. Genotype calls were then made with the Illumina HumanOmni2.5-4v1 array. Construction of various PGS for the HRS dataset is described in detail elsewhere (Ware et al. 2017; see especially page 10). As a brief primer, PGS derived from genome-wide association study (GWAS) summary statistics present a method by which complex health outcomes may be studied genetically. Others helpfully describe PGS as “a summary measure of a set of risk-associated genetic variants….[They] provide a quantitative measure of genetic predisposition that is calculated using information from multiple genetic variants” (Belsky and Israel 2014). Variation unexplained by the PGS is then attributed to social-behavioral factors, indirect genetic effects, and random error. While not free of controversy (e.g., PGS are assumed to be an additive measure of genetic effects, which contradicts understandings of [gene-gene interaction], see Belsky and Israel 2014), PGS provide the best current indicators of genetic risk across a variety of studies (Domingue et al. 2014). Crucially, PGS can be standardized to show gradations in individual genetic risk for a given outcome in terms of standard deviations.

To illustrate further, PGS are summative measures of the individual effects of genetic variants, or single nucleotide polymorphisms (SNPs). PGS, thus, are computed by first genotyping an individual at the location of a given SNP in the genetic sequence. For example, suppose a particular gene is called “GA.” One of the SNPs will be declared the reference allele. An allele is simply a specific version of a genetic variant. In this example, it does not matter which is declared the reference, as there is one G and one A. Consequently, the individual’s genotype for this SNP will be a value of one. If the reference allele is G and a person’s genotype is GG then their genotype will be a value of 2. This value is set as the number of G alleles at this particular SNP associated with a given outcome. Thus, if their genotype were AA, they would be assigned a value of 0. For the sake of simplicity, in this instance, we will say that the outcome is height. If the genetic effect size is computed to be $\beta = 0.4045$, then a one-unit increase in the number of G alleles increases an individual’s height by 0.4045 inches. Subsequently, this process is iterated for every SNP in the genome (2.5 million regressions), thus estimating the
effect size of each SNP on that outcome. We then multiply that effect by
the individual’s genotype and sum these values, yielding the following:
\[
PGS_{ij} = \Sigma (gt_{ij} \times b_j)
\]
Finally, the distribution of the PGS is standardized such that \( \mu_{pgs} = 0, \sigma_{pgs} = 1 \). We use PGS estimates that have been constructed by others to assess genetic risk for smoking initiation (ever/never) (Furberg et al. 2010), BMI (Locke et al. 2015), myocardial infarction (Nikpay et al. 2015), and depressive symptoms (Okbay et al. 2016).

An important consideration in the construction and use of PGS is the role of population stratification. This refers to small differences in allele frequencies that align with socially constructed racial and ethnic groups. In turn, these differences create spurious associations that are due to social-environmental differences between groups; in other words, genetic differences that appear to exist have no true causal association on the phenotype, per se. Accordingly, the HRS released the PGS estimates among individuals with European Ancestry and African Ancestry separately. Thus, the PGS values are standardized within each group and the principal components capture ethnic variation within each group separately. In this manner, it is not possible that population stratification can be driving the results, as the mean difference in PGS values are non-existent by design. In our models, we evaluate Black and White respondents together for three reasons: (1) substantively, we believe that the continued separation of Black and White respondents when examining genetic associations is a problematic practice that Duster (1990) predicted over 30 years ago in Backdoor to Eugenics and should not be the norm; (2) theoretically, we do not have any a priori reasons to believe that the genetic associations by rural status should differ as a function of one’s racial identity and racialized experience; and (3) methodologically, we are not concerned with one specific causal biological pathway but rather an overall indicator of genetic associations akin to a narrowly sensed additive genetic variance component. To further assuage concerns regarding population stratification, we also evaluated our models separately by self-identified racial identity (Supplemental Table 1). In support of our decision to estimate models jointly, the direction and magnitude of the stratified parameter estimates were nearly identical for both groups. Changes in sample size, however, caused increases in the standard errors for Black respondents and an increase in the p-value above the traditional 0.05 level. Importantly, this does not compromise our logic for estimating both groups within one model, as it is a function of sample size, not underlying “true” differences between Black and White respondents. As such, the
results from these analyses further confirmed our decision to include all genotyped respondents in our analyses.

A final consideration is that the respondents in the HRS can only be in our study if they survived long enough to be included in the genetic sample which first occurred in 2006. Domingue et al. (2017) provided evidence that participation in the genotyping sample was not random with respect to health and sociodemographic background and more importantly, that genetic association results remained robust to this form of selection. To further ensure that our sample was not affected by this we performed analyses in which we regressed the number of observations that each individual contributed to our study (see Table 2) on their minimum age, their PGS, their average rural score (i.e., if someone resided in an urban area for all waves they would have a zero compared to one who resided in an urban area one-half of the time who would receive a .5), and an interaction between the two. The association between the PGS and the number of observations would provide evidence for the selection of cases based on health related to genotype, and the interaction would indicate if this selection were different for rural or urban residents. We found no evidence for either form of selection for our four health outcomes.

*Rural-urban measures.* Next, to examine the rural-urban divide, we employ the Rural-Urban Continuum Codes (RUCC) developed by the U.S. Department of Agriculture’s (USDA) Economic Research Service and available in the Cross-Wave Geographic Information data file from the 1992-2016 HRS. Briefly, the continuum indicates the rural/urban nature of a county using a nine-point scale, with higher values representing more rural as determined by the population size of places within each county and the proximity to metropolitan centers of certain population thresholds. For instance, the “most rural” value of nine is assigned to counties that have no places with a population over 2,500 and are not adjacent to a metro area. Counties with a value of one reflect those with metro areas of at least one million residents. In the HRS, to protect confidentiality, the RUCC scale is truncated from its original nine categories into a binary variable where 0=urban county-residing and 1=rural county-residing. Rural counties are those with urban populations not exceeding 50,000. The proportion of rural dwelling respondents has declined over time (see Table 1) and overall, 3.4 percent of our sample is considered to live in a rural area.
Covariates
In all analyses, we control for respondent’s age, sex, years of education, and race. Appropriately, each of these has been previously shown to be associated with the outcomes of interest, i.e., obesity (Cossrow and Falkner 2004; Lovejoy and Sainsbury 2009; Masters et al. 2013; Ogden et al. 2018), cigarette smoking (Boardman et al. 2010; Pampel 2006; Piper et al. 2010), heart conditions (Afzal et al. 1999; Cutler and Lleras-Muney 2010; Milner et al. 2004), and depression (Bailey, Mokonogho, and Kumar 2019; Barnes, Keyes, and Bates 2013; Eid, Gobinath, and Galea 2019; Kessler et al. 2010). Age and years of education are treated as continuous variables, while sex and race are dichotomized with female and Black as the respective reference groups. All models also control for the top five principal components of genetic ancestry to rule out the possibility that our results are confounded by population stratification (Price et al. 2006). Across all analyses, the only time-varying covariates are age and rural-urban residence.

Statistical Analysis
Because our data contain observations nested within individuals over time, we use a generalized linear and mixed modeling approach with the mixed effects suite of models in Stata 16. These are flexible models that allow for the analysis of continuous (e.g., BMI) and binary (e.g., depression, current smoker, heart condition) variables that are nested within individuals over time. In Table 2, the first and second columns describe the number of observations, and the third and fourth the number of individuals. For instance, there are 36,387 observations with 13 waves of data with 2,799 people having full data across all waves of the study. Only 151 people were observed just once. The median number of observations per person is nine and the most common number of observations is 13. The mixed effects models also allow for the use of sampling weights to adjust for the complex design effects inherent in the HRS.

RESULTS
Table 3 presents the results of the multilevel regression models described above. These models nest observations within individuals so that rural location is used to assess health and health behaviors contemporaneously. The first row presents the main effect of the PGS on its respective trait, while the interaction term indicates the differential effect of the PGS among residents of rural, relative to urban, counties. In all four
Table 2: Sample Sizes by Number of Observations in the Longitudinal HRS Data

<table>
<thead>
<tr>
<th>Number of Waves</th>
<th>N (Obs)</th>
<th>%</th>
<th>N (Ind)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>151</td>
<td>0.12</td>
<td>151</td>
<td>1.01</td>
</tr>
<tr>
<td>2</td>
<td>736</td>
<td>0.58</td>
<td>368</td>
<td>2.45</td>
</tr>
<tr>
<td>3</td>
<td>1,692</td>
<td>1.33</td>
<td>564</td>
<td>3.76</td>
</tr>
<tr>
<td>4</td>
<td>9,472</td>
<td>7.47</td>
<td>2,368</td>
<td>15.79</td>
</tr>
<tr>
<td>5</td>
<td>1,945</td>
<td>1.53</td>
<td>389</td>
<td>2.59</td>
</tr>
<tr>
<td>6</td>
<td>3,516</td>
<td>2.77</td>
<td>586</td>
<td>3.91</td>
</tr>
<tr>
<td>7</td>
<td>11,914</td>
<td>9.40</td>
<td>1,702</td>
<td>11.35</td>
</tr>
<tr>
<td>8</td>
<td>7,376</td>
<td>5.82</td>
<td>922</td>
<td>6.15</td>
</tr>
<tr>
<td>9</td>
<td>9,612</td>
<td>7.58</td>
<td>1,068</td>
<td>7.12</td>
</tr>
<tr>
<td>10</td>
<td>20,470</td>
<td>16.15</td>
<td>2,047</td>
<td>13.65</td>
</tr>
<tr>
<td>11</td>
<td>9,548</td>
<td>7.53</td>
<td>868</td>
<td>5.79</td>
</tr>
<tr>
<td>12</td>
<td>13,944</td>
<td>11.00</td>
<td>1,162</td>
<td>7.75</td>
</tr>
<tr>
<td>13</td>
<td>36,387</td>
<td>28.70</td>
<td>2,799</td>
<td>18.67</td>
</tr>
<tr>
<td>Total</td>
<td>126,763</td>
<td>100.00</td>
<td>14,994</td>
<td>100.00</td>
</tr>
</tbody>
</table>

cases, a strong and statistically significant association emerges between the health indicator and its corresponding polygenic score.

In two of the four cases (BMI and heart condition) we observe moderate to strong, negative, statistically significant interactions between PGS and rural county, suggesting that polygenic risk is more weakly associated with its corresponding phenotype among residents of rural compared to urban areas.

While the effect of the smoking PGS (b = .385, p<.001 was strong and statistically significant, it does not differ across rural and urban residents as evidenced by the interaction term’s lack of statistical significance, likewise for depression. For depression specifically, the observed non-significance of the interaction term may depend on sample composition of the HRS (see the Discussion section for further detail). Figure 3 presents plots of the interactions to better contrast them with our conceptual models. Heart condition is best summarized by the “Reduced Disparity,” which suggests that rural-urban health disparities are most evident among those with the weakest genetic risk for heart conditions. In other words, rural environments do not trigger otherwise latent genetic risks for these health outcomes. In fact, the opposite is the case: factors of the built, social, or cultural rural environment may be the most salient risk for this morbidity.
Table 3: Multilevel Regression Estimates: Polygenic Risk by Rural Residence

<table>
<thead>
<tr>
<th>BMI</th>
<th>Heart Condition</th>
<th>Depression</th>
<th>Current Smoker</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>35.167</td>
<td>-18.298</td>
<td>-0.036</td>
</tr>
<tr>
<td>PGS</td>
<td>1.241</td>
<td>0.519</td>
<td>0.231</td>
</tr>
<tr>
<td>Rural</td>
<td>-0.160</td>
<td>0.197</td>
<td>0.150</td>
</tr>
<tr>
<td>PGS*Rural</td>
<td>-0.185</td>
<td>-0.244</td>
<td>-0.153</td>
</tr>
<tr>
<td>Age (years)</td>
<td>-0.100</td>
<td>0.206</td>
<td>-0.005</td>
</tr>
<tr>
<td>Female</td>
<td>0.005</td>
<td>-1.082</td>
<td>0.708</td>
</tr>
<tr>
<td>Black</td>
<td>1.672</td>
<td>-0.052</td>
<td>0.672</td>
</tr>
<tr>
<td>Education (yrs)</td>
<td>-0.138</td>
<td>-0.236</td>
<td>-0.230</td>
</tr>
<tr>
<td>Wave</td>
<td>0.248</td>
<td>0.226</td>
<td>0.038</td>
</tr>
</tbody>
</table>

\[ \sigma^2_u = 26.991 \quad \sigma^2_e = 4.255 \]

N (Obs) | 119,651 | 125,473 | 113,250 | 125,958 |
N (Ind)  | 14,882  | 14,895  | 14,884  | 14,888  |

Note: All data come from the 1994-2016 Health and Retirement Study (HRS). Parameter estimates are unstandardized regression estimates from the model described above. All models include controls for the top 5 principal components of genetic ancestry and are weighted to reflect the design effects of the HRS study. \(p\)-values represent two-tailed tests of significance. For brevity, calculated 95\% confidence intervals are not shown, but do not change substantive interpretation of the results. The \(\sigma^2\) values refer to the individual (level-2) and observation (level-1) level error variances, respectively. Coefficients for all variables in the model are unstandardized. While the PGS variables are standardized to the dataset, the reported betas are not.

With regard to BMI, the association is best summarized by “Crossover Disparity” in that there is more evidence of a crossover effect just above the average genetic risk. Specifically, for respondents with low genetic risk for high BMI, those in rural areas are more at risk of this negative health outcome as compared to urban dwellers. In other words, rural contexts may trigger high BMI for those with low genetic risk. But the opposite is true for respondents with greater genetic risk of high BMI. In these cases, rural residents exhibit a lower risk of high BMI as compared to urban. As the triggering “Emergent Disparity” is not evident, this points to features of the built and social environment as the key mechanisms responsible for BMI disparities among rural and urban dwellers.
Figure 3: Observed Genetic Differences in Rural-Urban Health Disparities

Note: Results of Multilevel Regression Models. Thicker lines are rural residents and thinner lines represent urban residents. The values on the x-axis denote standard deviations of genetic risk. The values on the y-axis capture the proportion of a particular morbidity in our sample. For BMI, the y-axis captures measured BMI. *p<.05.

Importantly, all of the above results are robust to the issue of selective mortality. In ancillary analyses, we test whether the effect of a given phenotype (i.e., obesity, heart condition, depression, or cigarette smoking) has a relatively stronger effect on mortality for rural residents.
Thus, we are able to rule out the concern that individuals with one of these conditions had higher mortality risk and were, thus, contributing less data to our sample.

DISCUSSION AND CONCLUSION
In sum, the gene-environment interaction approach provides new insights into the study of rural-urban health disparities in the United States. Specifically, our findings suggest that latent genetic risks for heart conditions are not triggered by rural versus urban residence, although the risk of BMI is associated with genetic predisposition as it interacts with rural-urban residence. Applying the GxE approach allows researchers to consider the notion that health disparities may not be observable among those with the greatest genetic risk for a specific health outcome. In this manner, bringing genetic information to bear shines a light on disparities that may have otherwise been masked among individuals living in rural places.

In the current study, we build upon previous GxE work examining rural health in three primary ways: first, we examine health outcomes beyond alcohol abuse; next, we expand beyond younger age groups to include an elder population, which better reflects the age composition of rural America; finally, we introduce genome-wide research to this area, thus extending prior twin design and candidate gene studies.

The Reduced Disparity models we show highlight the centrality of environmental differences across the two residential contexts which may include access to nutritious food outlets in the case of obesity or access to physical health services related to heart conditions. The phenomena of food deserts and swamps, and the problematic closing of many rural hospitals and medical practices may be some of the effects driving this dynamic (Befort et al. 2012; Kaufman et al. 2016; Whitley 2013).

As to why the GxE effect was non-significant for cigarette smoking and depression, there is room for speculation. To smoking, prior work has shown that heritability of smoking has steadily increased over time (Boardman et al. 2010; Wedow et al. 2018). Indeed, in the present study, we see a strong, significant effect of one’s PGS for smoking on whether they do, in fact, smoke. In this way, environment simply may not matter in predicting cigarette smoking. Regarding depression, the observed non-significance of the GxE term may be a function of sample composition. Specifically, note that 11.4 percent of our sample resided in rural areas in the first wave compared to 2.1 percent in the most recent wave. This rural exodus may account for the fact rural residence itself is non-significant in
predicting depression to say nothing of the interaction term. Relatedly, the rural-urban sample ratio may be insufficient to detect this effect if it does exist. The beta for rural residence on its own has an associated p-value of .09; thus, it is possible, but speculative, that this may reach nominal significance with a larger sample.

We have several concluding comments and discussion points in light of our findings. Specifically, we highlight limitations of the present study and future directions. First, there are compositional differences in rural and urban areas that are important to consider, including age, sex, education, and birth cohort. While we control for these factors, it is nonetheless essential to keep in mind the large sociodemographic differences among urban and rural dwellers in our study and the fact that these are changing over time. Most importantly, we do not explicitly focus on the selection into or out of rural areas as a function of age, race, education, or gender. These factors are independent of genotype but the effect of genotype on its related phenotype is often different across sociodemographic groups (Boardman et al. 2013). Thus, while beyond the scope of this article, we encourage future researchers to focus explicitly on these selection processes as they unfold over time. For example, in ancillary analyses, we find that the most recent arrivals to rural areas are the oldest and are likely to be relocated retirees selected out of urban and into rural areas.

This point is particularly important because it is possible that rural and urban residents differ in their average polygenic risk for the health outcomes of interest. This is referred to as gene-environment correlation (rGE) and it is particularly problematic because it can bias GxE parameter estimates (Jaffee and Price 2007). We examined this possibility by comparing the average PGS among rural and urban residents and we find no evidence of rGE with respect to BMI, depression, or smoking behaviors. However, we do find a significant difference in genetic risk for myocardial infarction \( (b = .098; p<.005) \) in which rural residents have a higher genetic risk for a heart condition. This association was reduced with controls for self-reported race and the top five principal components \( (b = .068; p<.047) \) but remained statistically significant. This bears importantly on the point above if, for example, those who select into rural areas are also more likely to have genetic risk for heart conditions compared to comparable individuals who do not. To evaluate this possibility, we examined the distribution of the PGS for myocardial infarction among individuals as a function of where they lived when they were 64 and where they lived when they were 70. This was a simple exploratory model and it
should be noted that this drops respondents who did not have a record at either ages because of the timing of the survey. But in our comparison, those who were in an urban setting at both times had an average heart condition PGS of .028, and those in rural settings at both ages had an average PGS of -.069. We observed selection on both rural movers (those who were in urban settings when they were 64 and rural settings when they were 70) who had an average heart condition PGS of .270 and the urban movers (from rural to urban settings) who had an average PGS of -.134. That is, those with the highest genetic risk of heart conditions selected into rural areas after retirement age and those with the lowest genetic risk of heart conditions selected out of rural areas after retirement. Clearly, this is an exploratory and descriptive exercise, but it highlights the complexity of the questions that we pose, and we encourage future researchers to evaluate these questions in a more detailed manner.

Third, in examining the main effects of the PGS on their respective trait, we find strong, statistically significant associations across the board. As discussed in our Results section, the interaction term between PGS and rurality represents the effect of the PGS across residents of the different residential categories. For BMI and heart problems, we find significant, negative interactions between PGS and rurality in which measured genotype is more weakly associated with its corresponding health outcome among residents of rural compared to urban areas. Of note is that while the PGS effects are attenuated in rural areas, none of the relevant confidence intervals cross zero, suggesting that the strongest version of the GxE model is not supported here. Nevertheless, that these results indicate that genetic associations for BMI and heart problems are all significantly weaker among residents of rural compared to urban environments illustrates an interesting GxE relationship. Ultimately, this information has broader relevance insofar as it can be used to improve health policy by elucidating a major pathway towards health challenges in rural areas. By better comprehending the health environment vis-à-vis how individual-level variation (i.e., genetics) interacts with said environment, collectively, we may make important inroads in addressing rural-urban health disparities. Understanding for whom, when, why, and how health issues arise is in as many ways a social process as a purely biological one. Medical determinants of health do not exist in a vacuum, unaffected by social-behavioral elements. Rather, as we have shown with respect to rural environments, the two categories interact to contribute to further health disparities. Utilizing this information, as mentioned, may prove fruitful for policymakers seeking to address these disparities.
Future research may expand upon this work in several ways. Namely, we relied on the USDA’s Rural-Urban Continuum Codes as our measure of rural-urban residence which was further dichotomized by HRS. While historically useful, we understand that other measures may be more suitable especially if our interests are in a more continuous characterization of rurality (Waldorf and Kim 2015). In the case of the present study, we were bound to what was available in the HRS. Nevertheless, we argue that this limitation is not detrimental to our overall results. As discussed, prior GxE work on rural health was largely underdeveloped, thus leaving an ample lacuna for important developmental work in the field. Next, additional work may control for within-ancestry principal components. In the case of the present study, sensitivity analyses (Supplemental Table 1) did not indicate significant differences in model estimates upon inclusion of principal components. Finally, future work may better address selection into rural areas. Given our reliance on a collapsed rural-urban indicator, our work may not reflect variation across the continuum of rural environments. For the reason stated above, we do not believe this compromises the current project, but rather, it may be an important component of the GxE relationship for rural health worth studying further. In all, the current study offers an important step towards better elucidating the multidimensionality of rural-urban health disparities.

Finally, there are two important considerations with respect to our model specification. First, as described above, the social demographic composition of rural and urban settings is very different and while we control for this, we do not specify an interaction between each social demographic indicator and the PGS. We explored this possibility and while the magnitude of the interaction coefficient changed from the initial model to the adjusted model, the interaction remained statistically significant, and the substantive conclusions remained the same. Specifically, the main interaction for BMI in Table 3 reports a slope of -.185 (p < .018) and the fully interactive estimate is slope is -.191 (p < .016). We also considered an additional socioeconomic factor in which the mean levels are different in rural and urban areas, wealth, that may be responsible for the results. In ancillary analyses, this additional control did not change our substantive findings, but we encourage future researchers to consider other potential confounding or mediating factors for our observed interactions.

It is also important to consider that our study contains repeated observations of individuals from different birth cohorts who are experiencing aging in ways that are unique to a specific historical period
and their specific birth cohort. It was not our goal to evaluate these different models in this article, but it is still important to consider that the composition of rural adults with respect to age and cohort may be changing over historical time. That is, what may appear to be a rural-PGS association may have more to do with who is in the rural context as a function of increasing time. We examined this possibility by (a) removing the control for Wave (our indicator of period), and (b) including an interaction between Wave and PGS. In both cases our results remained nearly identical, and we do not feel as though this form of selection may be driving our results.

In all, this study offers an intriguing first look at differential gene-environment interactions as related to four health outcomes and behaviors across rural and urban environments. The results are important in their suggestion that rural/urban context shapes the influence of genetic risk for BMI, heart conditions, and depression. Such findings should spur additional investigation to inform policy responses to the well-documented disparities in health across rural and urban America.
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SUPPLEMENT

Figure S1. Average Polygenic Score by Wave

Note: We omit the year 1992, as depression was not measured at that wave.
Table S1: Multilevel Output from Race-Stratified Models

<table>
<thead>
<tr>
<th></th>
<th>White</th>
<th></th>
<th></th>
<th>Black</th>
<th></th>
<th></th>
<th></th>
<th>B=W</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>b</td>
<td>se</td>
<td>p</td>
<td>b</td>
<td>se</td>
<td>p</td>
<td>B=W</td>
<td></td>
</tr>
<tr>
<td><strong>BMI</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGS</td>
<td>1.442</td>
<td>0.049</td>
<td>.000</td>
<td>1.061</td>
<td>0.150</td>
<td>.000</td>
<td>.016</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>-0.138</td>
<td>0.082</td>
<td>.093</td>
<td>-0.272</td>
<td>0.262</td>
<td>.300</td>
<td>.626</td>
<td></td>
</tr>
<tr>
<td>Rural*PGS</td>
<td>-0.186</td>
<td>0.082</td>
<td>.024</td>
<td>-0.152</td>
<td>0.239</td>
<td>.526</td>
<td>.894</td>
<td></td>
</tr>
<tr>
<td>N (Obs)</td>
<td>99392</td>
<td></td>
<td></td>
<td>20259</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N (Ind)</td>
<td>11883</td>
<td></td>
<td></td>
<td>2999</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Heart Condition</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGS</td>
<td>0.556</td>
<td>0.050</td>
<td>.000</td>
<td>0.139</td>
<td>0.160</td>
<td>.387</td>
<td>.013</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>0.241</td>
<td>0.123</td>
<td>.050</td>
<td>-0.276</td>
<td>0.436</td>
<td>.526</td>
<td>.253</td>
<td></td>
</tr>
<tr>
<td>Rural*PGS</td>
<td>-0.242</td>
<td>0.113</td>
<td>.033</td>
<td>-0.393</td>
<td>0.341</td>
<td>.249</td>
<td>.674</td>
<td></td>
</tr>
<tr>
<td>N (Obs)</td>
<td>104403</td>
<td></td>
<td></td>
<td>21063</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N (Ind)</td>
<td>11888</td>
<td></td>
<td></td>
<td>3002</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGS</td>
<td>0.266</td>
<td>0.024</td>
<td>.000</td>
<td>0.089</td>
<td>0.044</td>
<td>.044</td>
<td>.000</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>0.128</td>
<td>0.098</td>
<td>.189</td>
<td>0.485</td>
<td>0.209</td>
<td>.020</td>
<td>.122</td>
<td></td>
</tr>
<tr>
<td>Rural*PGS</td>
<td>-0.155</td>
<td>0.090</td>
<td>.086</td>
<td>-0.094</td>
<td>0.198</td>
<td>.633</td>
<td>.782</td>
<td></td>
</tr>
<tr>
<td>N (Obs)</td>
<td>94132</td>
<td></td>
<td></td>
<td>19118</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N (Ind)</td>
<td>11882</td>
<td></td>
<td></td>
<td>3002</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Current Smoker</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PGS</td>
<td>0.486</td>
<td>0.079</td>
<td>.000</td>
<td>0.176</td>
<td>0.156</td>
<td>.260</td>
<td>.077</td>
<td></td>
</tr>
<tr>
<td>Rural</td>
<td>-0.116</td>
<td>0.148</td>
<td>.433</td>
<td>-0.352</td>
<td>0.450</td>
<td>.434</td>
<td>.619</td>
<td></td>
</tr>
<tr>
<td>Rural*PGS</td>
<td>0.084</td>
<td>0.154</td>
<td>.586</td>
<td>0.449</td>
<td>0.472</td>
<td>.341</td>
<td>.462</td>
<td></td>
</tr>
<tr>
<td>N (Obs)</td>
<td>104821</td>
<td></td>
<td></td>
<td>21130</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N (Ind)</td>
<td>11883</td>
<td></td>
<td></td>
<td>3000</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Models are identical to those presented in Table 3 and include the same controls. Only the main and interactive effects for PGS and Rural are presented here.
Health and Retirement Study, RAND Longitudinal File (n = 37,319)

Genotyped Sub-Sample (n = 15,190; White = 12,090 Black = 3,100)

Individuals with full data for Education and Rurality, and Aged ≥50

BMI (n = 14,882)  Depression (n = 14,884)  Heart Condition (n = 14,895)  Current Smoker (n = 14,888)