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PREFACE

Previous volumes of An Auditor's Approach to Statistical

Sampling present the fundamentals of several statistical sampling
techniques that are useful to auditors. These volumes are
training documents, prepared in programed-instruction format.
They deal with the technical aspects of statistical sampling in
auditing, but do not discuss the audit related aspects fully.

The reader is referred to Section 320 of Statement on Auditing

Standards No. 1 for further discussion.

Volume 6 is a field reference manual, intended to serve as
a natural extension of its predecessors. Volume 6 alone will not

suffice to train the auditor and should not be used for that

purpose. For each subject introduced in the training volumes,
Volume 6 contains a chapter that generally presents a technical
summary of the subject, followed by one or more illustrative
case studies. The technical summaries are intentionally brief.
The primary usefulness of this volume lies in the case studies.
These case studies utilize the worksheets and tables, as appli-
cable, contained in Appendices A and B respectively. The work-
sheets in Appendix A are blank, so they may be photocopied by
the auditor for use on audit engagements. If legal-sized paper
is used, there will be room for headings.

The cases used in this volume are illustrative of good
practices in the circumstances described and are intended only
to provide guidance. Thus, it is the auditor's clear responsi-
bility to judge the practices which are appropriate in each

situation that confronts him.

Appendix C contains listings for computer time-sharing pro-
grams that perform certain of the statistical functions de-
scribed in this volume. They may be given to a time-sharing
vendor of the user's choice, to be entered into his library for

continuous application. These programs are all conversational in



nature. Their use is illustrated in Appendix C. There are other
time-sharing programs that pertain to statistical sampling which
are not included in this volume but can be equally useful to the
auditor.

This book is offered to members as part of the Institute's

continuing professional education program.

Robert E. Schlosser, PhD, CPA, Director

Continuing Professional Education Division



Chapter 1
SELECTING A RANDOM SAMPLE

The body of data the auditor is concerned with is called the
population. Statistical sampling permits the auditor to esti-
mate some characteristics of the population by selecting a sample

rather than by examining every item in the population.

In order to use statistical techniques to evaluate results,
it is necessary to select the sample in accordance with sound
statistical principles. In this chapter, attention is confined
to a simple method - unrestricted random sampling without re-
placement; namely, an item once selected is not replaced in the
population for possible reselection.

In this method, each element of the population is afforded
the same chance of selection, and in addition each possible sample
of a particular size has an equal chance of being selected. These
two characteristics would also hold if the sample were selected
with replacement. The "with replacement" method is used for
teaching purposes only. In practice the more practical "without

replacement”" method is used.

A random number table or a computer time-sharing program
may be used to help select an unrestricted random sample. To use
either, it is necessary to establish correspondence between
(1) the elements in the population and (2) either the digits in
the random number table or the computer program limits. If a
table is used, it is also necessary to establish a starting

point and to specify a route within the table.

It is important to understand that once a sample element is
selected according to the sampling plan, it cannot be discarded
or replaced but must be followed to a conclusion in order to make
the statistical inferences valid. Prior to selecting his sample,

therefore, the auditor should exclude any elements from the



population which are irrelevant to the purpose of the sample or
are of such large dollar value that 100% examination is desired.
It may also be desirable to divide the population into two or
more groups which are sampled separately. This procedure, called
stratification, is explained in Chapter 4. Stratification may be
used to reduce the sample size required to achieve the sampling
objective or to develop conclusions about various segments of the

population.

The application of the principles of unrestricted random

sampling is illustrated in Case Study 1.



Case Study 1

Selecting a Random Sample

Background

The BIG COMPANY operates on a voucher system for disburse-
ments from its main bank account. All checks must be supported
by a voucher. The details of the voucher vary, depending on the
nature of the item being paid; e.g., purchased materials, payroll
account reimbursements, and monthly recurring items such as rent
and utilities. Since this is a highly seasonal business, the
amounts of many regular expenditures (payroll, for example) vary
significantly from month to month even though their number may
not. Certain kinds of checks, however, (purchased materials, for
example), do diminish in number during the slack season. Checks
are prenumbered in a continuous series of numbers, but vouchers
are numbered by typewriter as they are written, with a new series
beginning each month. All January vouchers begin with the prefix
"1," February, "2," etc., through December, which begins with "12."
Each year the numbering system starts over, but a new color of

stationery is used.

Vouchers originate in different sections of the accounting
department, depending on the type of item being paid. Each
section is assigned a batch of numbers; if all are used, addi-
tional numbers are assigned. The vouchers follow different
routings because different kinds of documents and approvals are
needed for different types of expenditures. All vouchers come
to the check-writing station. There the check number is typed

on the voucher, and the voucher is filed by voucher number.

In evaluating the routine supporting the writing of checks,
you, as BIG COMPANY's auditor on the engagement, decided to ex-
amine a sample of vouchers, rather than all vouchers written.

A sample size of 300 was specified, representing about 2% of the

total number of vouchers written during the year. (The method



used to specify a sample size of 300 is not relevant to this case.)

You tentatively decided to sample from the population of all
vouchers written during the year. You initially considered block
and random selection techniques as alternatives. Block sampling,
however, was discarded in order to obtain a valid inference about
population for the entire audit period. (Consistent with Section
320 of SAS No. 1.)

Random Selection

To select a random sample, you considered the possibility of
just reaching into the filing cabinet drawers and boxes where the
vouchers are filed, and selecting 300 items haphazardly. You
decided against this because you realized that you could not
select truly at random. Some vouchers are physically thicker
than others because of the number of documents attached. These,
you felt, would be more likely to "find your fingers." You also
feared that you would have a tendency to reach near the middle of
the drawer, and as a consequence any voucher at the front or back
of the drawer would not be as likely to be selected. The fact
that fifteen thousand vouchers were filed in a number of drawers
and boxes at various locations would also influence your selection.
And you realized that if any vouchers were not filed in these
boxes and drawers, you would have no chance at all of including
them in your sample by using this technique. Therefore, you
decided to obtain 300 random numbers and select vouchers bearing

these numbers.

Random numbers are available from several different random
number tables, including those in the Supplementary Section of
Volume 1. Also, a number of computer programs have random number
generators which will select the desired quantity of random
numbers from a specified range (see Appendix C on computer time-
sharing); many computer routines also have a feature that will
arrange these numbers in ascending order for ease of pulling the
vouchers.



Random number tables are typically set up so that the numbers
are in a single series. For practical reasons in this situation,
you need numbers from a different series for each month. At first
you considered using the random number tables, with the following
plan:

1. Select a two-digit random number; if it
lies in the range from 1 to 12, use it
as the month designation. Otherwise,
discard the number.

2. Select a four-digit random number to
represent the voucher number within the
month every time a "hit" is made in step
1. If this random number is one of
the numbers used during the month, the
combination of month number and voucher
number represents a voucher to be
examined. Otherwise select a differ-
ent voucher number to go with the
selected month number, repeating
until a "hit" is made.

However, you discarded this plan because of its inefficiency.
First, only twelve percent of the numbers you chose from the
random number table made a hit in step 1, and second - even when
you did find a hit in step 1 - most of the numbers you looked
up in step 2 had to be discarded as being numbers not used.

There certainly were less than 9999 numbers used, even in the
heaviest month. To achieve efficiency, you adopted a new plan for
step 1. If the random number was any one of 1 through 8, the
month was taken to be January; if any one of 9 through 16,
February; and so on, with 89 to 96 representing December, and
only 97 to 00 being discarded. This increased efficiency, and
you were considering a similar plan for selecting vouchers with-
in a month, when you realized that even if you did achieve a high
degree of efficiency, this plan would not be random. Each month

did have an equal opportunity of being chosen, but because some
months had fewer vouchers than others, an individual voucher in a
light month would have a greater chance of being selected than
would an individual wvoucher in a heavy month. Because once a

month had been selected at random, you would be bound by the plan



to select a voucher from that montnh. You realized that you
could overcome this weakness by discarding the number selected
in step 1 if you didn't achieve a hit on the first selection ol
a number in step 2. After making adjustment for this, your plan
would be satisfactory from a probabilistic viewpoint; however,

you feared it would be extremely inefficient.

Several plans came to mind for finding an efficient set of
random numbers that would be truly random, with each wvoucher
having an equal chance of being selected. One was a combination
of the two steps of the above plan. In this revised plan, you
loocked up a single digit random number of six digits. The first
two were to represent the month, as you had decided earlier,
and the next four digits were to represent the voucher number
within the month. Since there were not more than 3,000 vouchers
in any month, the third digit was to stand for the "thousand"
series. When the number was 1, 2 or 3, the "thousand" series
was the first; when the number was 4, 5 or 6, the "thousand"
series was the second, and so on. The conversion would not
be overly complicated, once it was started.

Another plan was to renumber each voucher issued throughout
the year into a single series, and to use the random number tables
in the ordinary manner. Long before you found a consecutive
numbering machine to renumber each of the 15,000 vouchers, you
had discarded the plan of physically placing the number on the
voucher. You did, however, devise a plan for renumbering each
voucher by a worksheet method. Since there were 2,116 numbers
allocated for January vouchers and 1,007 for February vouchers,

you set up a table as follows:

Orignal Subtract From
Month Voucher Number Random Number
January 1-1 to 1-2116 zero
February 2-1 to 2-1007 2116
March 3-1 to 3-1887 3123



With this simple table, you would subtract from each random
number selected the highest number possible from the right-hand
column of the table. By reference to the table, you could tell in
which month you were to find the voucher, and the remainder from
the subtraction would tell you the number of the voucher to use
in that month. For example, when you drew the number 3000, you
subtracted 2116 and used voucher 2-884. You were still a little
fearful, because you knew that with the block system of assigning
vouchers to the different divisions of the accounting department,
there might be some unused vouchers toward the end of the month.
You decided to use this method anyway, planning that if you did
hit one of these unused numbers, you would discard the random
number selected and go on to the next one. To cover this contin-
gency, you planned to look up 400 random numbers and to use the

vouchers from the first 300 "hits" obtained.

This feature of looking up a few extra random numbers, "just
in case," requires a word of warning. Typically, the random num-
bers are rearranged in sequence for ease in pulling the vouchers.
If the numbers are generated by a computer program, the initial
print-out may show them in ascending sequence. Then, if the first
300 numbers are all that are needed, instead of all 400, there is
almost certainty that the first 300 in ascending sequence are not
the first 300 drawn. Perhaps this sounds like overrefinement.
But if the highest one hundred numbers are discarded, the high
end of the file is being exempted from examination; this is of
course improper. Therefore, the order in which the numbers are
acquired must be retained so that the proper ones may be dropped
if not needed. Many computer programs have the capacity to
print the selected random numbers in both orders. Often, audi-
tors simply will examine all sample items selected because it is

easier than reducing the sample size.

Knowing that your method of selecting the vouchers was not
only sound but also efficient, you were ready to proceed when you

were troubled by another point which you realized should have



been considered at the outset. Did you have only a single popu-
lation from which you were selecting items, or did you have several
populations? You were not worried about the boxes versus the
filing cabinets in which the vouchers were filed. You were worried
about the several sections of the accounting department, each of
which prepares a different kind of voucher. The routines in each
section are different because different types of data are being
handled. 1In addition, the people are different. 1Is it possible

to miss entirely one type of voucher in the random selection
process? Since it is possible, even though unlikely, should
additional steps be taken to assure that one of each type is
selected? There are only 52 weekly payroll vouchers prepared
during the year. Referring to attribute sampling tables, you can
see that from among 15,000 vouchers, the probability of selecting
one of these 52 with a random sample of 300 is about 60 percent.
(This percentage is determined from the discovery sampling tables
given in Volume 2, Revised.) This illustrates the importance of
careful planning to assure that all of the auditor's objectives

are satisfied by the sampling plan.

In summary, this case illustrates the type of problems and
considerations which should be kept in mind when in selecting a

random sample:

1. A random sample must be obtained in order
to use any of the evaluation methods de-
scribed in Volumes 1 through 5.

2. Once a random sample is obtained, however,
it may be evaluated by using any or all
of these methods.

3. Regardless of the details of the plan
used to obtain a random sample, it must
have the characteristic that, at the
point of selection, each item in the
population has an equal opportunity
for selection.

4. Finally, proper documentation of the
methods followed for selection, and
contraction or expansion of random
samples should be maintained.

10



ChaEter 2
ATTRIBUTE SAMPLING

Estimation Sampling

One type of sampling for attributes involves estimating the
frequency of occurrence of a specified characteristic in the
population. This population occurrence rate is estimated from the

sample occurrence rate.

The sample estimate is evaluated in terms of its precision
and reliability. The auditor may choose to calculate either the
precision interval or only the upper precision limit. In either

case, the calculation is made at a specified reliability level.

When the auditor's objective is to estimate the population
occurrence rate, he will calculate a precision interval and uti-
lize both precision limits. When he wishes to decide whether the
population occurrence rate exceeds some tolerable limit, he will
make an estimate and concern himself only with the upper precision
limit.

Tables permit the auditor to determine the sample size
required to achieve a desired precision interval at a specified

reliability level.

To use the tables, the auditor is required to specify an
anticipated sample occurrence rate. This rate will often be
based on his previous experience, and should be conservative
(high) .

By specifying the anticipated sample occurrence rate, the
desired upper precision limit, and the reliability level, the
appropriate sample size can be determined from Tables 1 and 2 in
Appendix B. The closer the anticipated rate is to the desired

upper precision limit, the greater the sample size will be.

The tables in this volume provide a slightly conservative

11



approximation. When the sampling fraction (n/N) exceeds 10%, the
tables will yield a more conservative evaluation; that is, the
actual upper precision limit is lower than the table indicates.
The use of exact tables would gain little in precision but would

substantially proliferate the number of tables needed.

The tables are based on unrestricted random sampling, so the
auditor must use that or an equivalent method with these tables.
Furthermore, it is important to identify carefully the charac-
teristics being measured, so the auditor can readily determine

whether the sampling unit possesses them. If, for example, the
sampling unit is an invoice, and the audit objective is to esti-

mate the proportion of invoices with pricing errors, then multiple
occurrences of the particular error on a single invoice constitute
only a single occurrence of the designated attribute for the sam-

pling unit.

To use the evaluation table (Table 3 in Appendix B), the
auditor specifies the reliability and the observed number of oc-
currences for the sample size involved. He then reads the

achieved upper precision limit from the table.

In such sample evaluation, the reliability indicates the
confidence that the population occurrence rate is no larger than
the achieved upper precision limit. The auditor's risk of being
incorrect in this decision is equal to the complement of the

reliability.

Discovery Sampling

Discovery Sampling is a type of attribute sampling, although
the objective is not to estimate an occurrence rate. Rather, the
basic objective of discovery sampling is to provide a sample size
large enough for the auditor to have a prescribed chance of seeing
at least one occurrence of some designated attribute, provided

the population occurrence rate exceeds some specified level.

12



Discovery sampling is used when the auditor believes that the
population occurrence rate is quite small, and he wants the sample
to be large enough so that he will observe at least one occurrence
in the sample with some desired probability when the occurrence

rate exceeds some tolerable level.

Regardless of the objective in determining the sample size,
the auditor may evaluate the results of a discovery sample in
exactly the same manner as in any other attribute sample. If he
audits each item in the sample, he can establish the upper pre-
cision limit at a specified reliability level based on the number
of occurrences observed in the sample. If the sole objective is
discovery, however, the auditor may stop auditing the sample items

as soon as he finds an occurrence.

The appropriate sample size required to achieve the auditor's
objective in discovery sampling is determined from Table 4 in

Appendix B.

To use Table 4, the auditor must specify the critical occur-
rence rate and the desired probability of discovery. The critical
occurrence rate is defined as the rate in the population at which
he desires the specified probability of seeing at least one occur-
rence in the sample. If the population occurrence rate is below
the specified critical occurrence rate, the chances of an occur-
rence in the sample will be smaller than the specified reliability

level.

If the auditor does not observe any occurrences in the sample,
the achieved upper precision 1limit will coincide with the criti-
cal rate of occurrence when the evaluation is made at the same

reliability as the desired probability of discovery.

13



Case Study 2

Use of Attribute Estimation in Compliance Tests

Background and Objectives

You have made a preliminary review and evaluation of the
BETTER PRODUCTS COMPANY's system of internal control, and based on
this, you have designed a tentative audit program. Your next step
is to perform compliance tests in order to confirm or challenge
your evaluation. If these tests support your evaluation, you will
proceed with the audit as planned; if they do not, you will alter
the nature, extent or timing of your planned substantive tests,

as appropriate.

A major area of compliance testing is cash disbursements.
Monthly, the Company processes an average of 360 vouchers, paying
600 invoices. Each voucher contains a copy of the check along
with supporting documentation, such as vendor's invoices, purchase

orders, and receiving reports.

You intend to examine a sample of vouchers to evaluate
compliance with several processing controls in which you are
interested. These tests are set forth in your audit program as

follows:

Each voucher selected (there may be several invoices

supporting one voucher) should be examined for:

1. The existence of purchase orders, vendor's
invoices, expense reports, receiving reports,
and other supporting data.

2. Evidence of proper authorization for the
expenditure.

3. Evidence of approval of all supporting
documents; for example, purchase order,
invoice, and receiving report.

4. Evidence that prices on the invoices were
compared with a purchase order or other

14



authorization for the acquisition of
goods or services.

5. Evidence of clerical check.
6. Approval of account distribution.

7. Cancellation of supporting documents to
prevent their reuse.

8. Proper disposition of voucher; for
example, by examination of the
cancelled check.
In planning substantive tests, you presumed that compliance
with these controls was about the same as in the preceding three
years. In each of those years you sampled 50 vouchers, with the

following results:

Number of Occurrences
19X0 19X1 19X2

Lack of receiving report 2 - 1
Lack of approval 1 1 -
No evidence of clerical check 1 - 2
Unapproved account distribution - 2 -

From this, you expect a noncompliance rate of about 2% for

steps 1, 2, 5 and 6, and complete compliance with all others.

You realize, however, that the occurrence rate of a sample
is only an indication of the true population occurrence rate, and
not a perfect representation, whether that sample is judgmental
or statistical. As a consequence, when you planned your sub-
stantive tests, you allowed for noncompliance at a higher rate.
Specifically, after consideration of a number of related audit
steps, you decide you can tolerate an upper precision limit for
the noncompliance rate of 6% for controls 1 through 6 and 3% for
controls 7 and 8. If actual results are within these desired

levels, no alteration of your year-end audit plans will be made.

15



Approach and Determination of Sample Size

In this year's audit, you decide to use the attribute esti-
mation statistical sampling method. Each of the controls outlined
above will be considered an attribute. The voucher is the
sampling unit, and the population consists of the 4320 vouchers

issued during the year.

These data are entered on Work Sheet 16 and used in conjunc-
tion with Table 1 or Table 2 to determine sample size. A copy of
Work Sheet 16 prepared to this point follows. Note that a relia-
bility of 95% is used. A high level of reliability is elected
because compliance tests, as part of your review and evaluation of
internal control, serve as the foundation for the greater part

of the audit yet to come.

Tables 1 and 2 are not precise, and indeed, they need not be.
For example, Table 2 (95% reliability) indicates that a sample
of 150 is required for an occurrence rate of 2% and an upper
precision limit of 5.1%, rather than the 6.0% as originally
specified. Also, the table is based on an infinite population
size whereas our population numbers only 4320 vouchers. However,
the purpose of sample size determination is to give us a sample
size that is adequate but not necessarily exact. This is further
indicated by the fact that estimated occurrence rates cannot be
exact. Accordingly, you decide on a sample of 150 vouchers as
a reasonable and conservative approximation of the sample size

relative to a 6% upper precision limit.

16



Work Sheet 16

ATTRIBUTE SAMPLING

Summary Worksheet

Description of population:

Vouchers issued during year.

Size of population:

4320

Description of an occurrence:
(Frequently in evaluating sample items, the auditor is making
several different tests. On a separate work sheet, describe
"an occurrence" for each of these tests.)

Occurrence Type
1 2} 3} 4} 5] 61 7| 8] 9710/11 112

Auditor's decisions
a. Anticipated occurrence | |£|0 | O|&

rate
bl 6l6|6le|31]3

21010

b. Specified upper
precision limit

c. Specified reliability |Qs7|%sH 5T 9s%\95%| 952 | 9%|95%

(confidence level)

Table Reference (Table
1, 2 or 4)

d. Required sample size [|/50|/50| S0| §0|/%|/50|/00|/00
Actual sample size
e. (Consider using
largest value on
line 4)
Audit results

f. Number of occurrences
in sample

g. Actual upper precision
limit (Table 2)

17



Selection of Sample and Evaluation of Results

Since you can examine the same set of vouchers for each
attribute, you decide it would be easiest to use a sample size
of 150 for every attribute, as suggested on Work Sheet 16. Accord-
ingly, you choose 150 random numbers to identify voucher numbers,

pull the vouchers, and perform your tests.

The only errors you find are in the test of approval of
account distribution (attribute 6). Of the 150 vouchers examined,
account distribution was not approved on 8. These results are
also entered on Work Sheet 16 to provide a sample evaluation.
Completed Work Sheet 16 follows.

18



Work Sheet 16

ATTRIBUTE SAMPLING
Summary Worksheet

Description of Population:
Vouchers issued during year.
Size of population:
4320

Description of an occurrence:
(Frequently in evaluating sample items, the auditor is making
several different tests. On a separate work sheet, describe
"an occurrence" for each of these tests.)

Occurrence Type
1| 2| 3] 45| 6] 7] 8] 9;10{11/12

Auditor's decisions

a. Anticipated occurrenceld|d (0| O |2|&|0 | O '
rate

b. Specified upper blole|6le|l6|3]3
precision limit

c. Specified reliability 9&%«5% 5% 5% | 25%| 2% | F5%| Q5%

(confidence level)

Table Reference (Table 1,
2 or 4)

d. Required sample size /50 /50|50150 |/90|/50) 100}/ 00
Actual sample size

e. (Consider using

largest value on /50| 150 (60|150 |/50|!50|150 | /S0

line 4d)

Audit results

f. Number of occurrences |00 (0|0 |0o| 8|0 |0
in sample

g. Actual upper precision| 2|2 | | [« |9 2|2
limit (Table 3)

19



The tests performed indicate all controls except approval of
account distribution are being complied with adequately. The
sample evidence enables you to be 95% confident that approval of
account distribution errors may be occurring at a rate as high as
but not exceeding 9.42%. Your audit plan, however, can tolerate
no more than a 6% error rate. Therefore, you must alter those
substantive procedures affected by this type of error in the

system of internal control.

A possible reaction to this kind of result is to consider
expanding the sample as it relates to attribute 6, in hopes that
the upper precision limit will be reduced to an acceptable level.
For example, Table 3 indicates that a sample of about 300 (double
our present sample of 150), with 8 errors, will have an upper
precision limit of 4.76%. This approach is not advisable because
if we found 8 errors in the first 150 items examined, we would
also expect to find approximately 8 errors in the next 150 items
examined, bringing our upper precision limit down to only about
8.0%. Chances of obtaining no additional errors are extremely
small. Since internal control in this area cannot be relied
on to the extent expected, other work must be expanded. Further-
more, this procedure involves sequential sampling evaluation

methods not covered in this volume.

Conclusion

Compliance tests are a very important phase of most audit
examinations. Attribute estimation is particularly suited to
these tests. Further, since attribute estimation involves the
use of tables rather than formula, it is not difficult to aprly.

20



Case Study 3

Use of Attribute Sampling with Positive Confirmations

(For Purposes of Discovery)

Background and Objectives

Your client is a mutual fund. You have completed your review
of internal control and performed tests of compliance and other
tests. All results have been satisfactory. The fund has a com-
puterized system that processes a high volume of transactions.

One of the areas for which it is used is shareholders' accounts -
a record of the number of shares each holder owns. Your judgment
at this point in the audit is that the shareholders' accounts

are accurately stated; however, you will corroborate this prelimi-
nary judgment by sending confirmation requests to certain share-
holders selected by statistical sampling techniques. Since you
believe the system is excellent, and you expect to find no errors,
you elect to use attribute sampling for purposes of discovery.

Your objective is to obtain additional corroboration of the
accuracy of shareholders' account balances. Since the discovery
of a single error could have great significance in appraising the
effectiveness of such a highly structured system, you decide on
a critical occurrence rate of 0.5%. Because the system is eval-
uated as excellent, you decide to use an 80% probability of

discovery.

The fund has 20,000 shareholders and 14,000,000 shares, for
an average of 700 shares per shareholder. No one shareholder

has more than 100,000 shares.
You believe shareholders are vitally interested in the

accuracy of their accounts, and will treat the requests accord-

ingly. Your experiences in prior years support this assumption.

21



The company's experience in sending proxy requests to stock-
holders, however, indicates the initial response rate is not high
enough to justify the use of negatives, as stipulated in Section
331.05 of SAS No. 1. So you decide to use positive confirmation

requests.

Determination of Sample Size and Evaluation of Results

Given the above factors, you refer to Table 4 and find that
a sample of 320 items will provide an 80% probability of including
at least one error if errors occur in the population at a rate of
0.5%. You obtain a random sample of 320 items and send positive
requests. You send follow-up requests at a later date and perform
alternative procedures to accounts of nonrespondents. Ultimately,
you become satisfied that each of the 320 account balances is

accurately stated. Consequently, your audit objective is met.
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Chapter 3
MEAN-PER-UNIT ESTIMATION

In this chapter, we will cover estimating the total dollar
value population characteristic, and the statistical technique
we will use is mean-per-unit estimation. That is, we compute the
sample mean, and multiply this by the number of items in the popu-
lation. This technique is appropriate in auditing either when a
book value for each population item is not available or when the
footed total of the book value cannot be relied on. Mean-per-unit
estimation is seldom used without stratification, and generally
extreme values are audited 100%.

To assess the accuracy of a statistical estimate, we compute
the precision and the reliability of the estimate. The precision
is a measure of the maximum difference between the estimate and
the true population value. Reliability expresses the frequency
with which this difference will not exceed the precision. In
other words, with a reliability of 95%, we expect 95% of all
possible samples to result in the maximum difference between the
sample estimate and the true population value that is equal to or

less than precision.

Frequently, the auditor will express these results by using
a precision interval. This interval has a lower endpoint given by
the estimate minus the precision and an upper endpoint given by
the estimate plus the precision. The precision interval will con-
tain the true population value with a frequency equal to the relia-
bility. That is, among all the possible samples, the fraction
represented by the reliability has the property that the precision
interval contains the true population value.

A key determinant of the appropriate sample size where mean
per-unit estimation is to be used is an estimate of the population
variability. The population variability is measured by the

standard deviation. One method of obtaining this estimate is to

select and evaluate a preliminary sample. Although some auditors
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use as few as 30 items for this purpose, we generally should use
substantially more. This preliminary sample will ultimately be-

come part of the final sample.

The population standard deviation can be estimated from the

sample data by means of the formula

or, as expressed in a form more suitable for computation,

T, 2 2

 xy° - nR
° =J R
Xj n-1

The sample mean, X, is an estimate of the population mean X.

Multiplying the sample mean by N, the number of items in the
population, the quantity N.x is a sample estimate, Q, of the
total population value N-X.

If we were to choose a large number of different samples
from the population, and compute a sample mean for each of them,
we would observe that although these sample means would vary,
there would be a tendency for them to cluster and to approximate
the normal distribution. The variability of the sample means

is measured by the standard error of the mean, and the center of

all the possible sample means is located at the population mean.

From the sample, we can estimate the standard error of the
mean as

24



that is, the estimated population standard deviation divided by

the square root of the sample size, multiplied by the finite popu-

lation correction factor. The factor {l _ _n_ occurs because the
N

sampling is done without replacement. In cases where the popu-
lation is large as compared to the sample size, this factor has
little effect. Using statistical tables, we can calculate the
chance that a sample mean will differ from the population mean by
less than some multiple of the standard error of the mean. For

example, the chance that‘ i—%' is less than one multiple of Gi
X

is about 68%, where | x-X l is the difference between the sample

mean and the population mean, disregarding the algebraic sign.

Using these basic statistical principles, we define the

precision of our estimated total value as

SX. U N
A = J 1 - _n_
< D \ N
SX -
where _ ] . 1 - 2 is our estimated standard error
/ n N
of the mean, UR represents the factor (i.e., the Normal Deviate

from Table 5) associated with a reliability of R%, and N is the
number of items in the population. Manipulating this formula, we

also obtain

This formula gives the sample size required to achieve, at a
reliability corresponding to UR, a desired precision around an

estimate of a total population value. From this formula, we
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observe the necessity of obtaining an estimate of the population

standard deviation.

After obtaining the estimate Sx_, we use the formula to deter-
J
mine the required sample size, n. We suggest adding some items to
the determined sample size to compensate for the fact that we have
estimated only the population standard deviation. We suggest 10%

Oor more.

After selecting at random the items for the sample, and
after establishing an audited value for each of them, the auditor
can evaluate the results. The estimate of total value of the
population is X = N-x and the achieved precision of this estimate
is calculated by means of the previously stated formula. The
statistical conclusion is that the true population total is con-

tained in the interval % - A to ® + A with a reliability of R°.
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Case Study 4

Mean-Per-Unit Estimation

Background and Approach

Your client, ABC Leasing Corporation, leases trucks and
automobiles both on a fleet basis (with each vehicle on a
separate lease) and on an individual basis. For internal pur-
poses, the Company follows the practice of computing interest
earned on leases on a straight-line basis. For statement purposes,
it makes an adjustment to accrue additional interest income on a
"rule of 78's" basis. This is a very material adjustment, and
one of your major audit objectives is to determine that the amount

is computed accurately.

The crux of the rule of 78's adjustment is average vehicle
lease life, which the client contends is 35 months. Of course,
there is no way of directly establishing the lease life of a
vehicle on the road, but this can be estimated by observing the
time period of terminated leases. You decide that an appropriate
approach is to determine the average life of all leases terminated
during the past two years, and to compare that average to the
35-month period as a test of its reasonableness. The appropriate-
ness of this method is based on the fact that the number of vye-

hicles leased and the rate of turnover have remained reasonably

stable over the past several years.

First, you determine the following characteristics about

the population.

1. There are 15,000 leases currently active.

2. There were 14,000 leases terminated during
the two-year period.

3. Data concerning the leases terminated are
available on an EDP listing consisting of
280 pages with 50 items (lines) per page.

4. There are no unusual lives shown on the
EDP listing.
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Second, you select a preliminary sample of fifty items from
the EDP listing, using a computer time-sharing-based random

number generator and specifying the following parameters:

1. Numbers are to be five digits, broken into
two sets of three digits and two digits,

respectively.

2. The parameters for set one are 1 through
280, representing the number of pages.

3. The parameters for set two are 1 through
50, representing the number of items on a

page.

Third, you locate the 50 items on the client's listing and
record the vehicle number, lease date, termination date, and
lease life. These data are verified by tracing to appropriate
lease files.

Evaluation of Results of Preliminary Samples

The details of the 50 preliminary sample items are summarized,
and Work Sheet 2 is used to compute the mean value of the sample

and the estimated standard deviation of the population. You will

use this data to determine final sample size.
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MEAN—-PER-UNIT ESTIMATION

Estimated Standard Deviation of Items in Population

Work Sheet 2

Zx 2 - n>‘<2
Sx. = J
j n-1

Preliminary sample
[ ]JTotal sample

LINE NOTATION DESCRIPTION SOURCE RESULT
1 E:x. sum of all sample items
j !/, 131
2 z:x.z Sum of squares of all
] sample items
(square before summing) 35, 341
3 n Sample size 50
4 n-1 ®)- 1.0 49
5 X Mean @ T @ J2. b
=2 2
6 g ® g1 66
=2
7 nx ®=® | 45583
2 =2
o [y ;7 - ns ®-@ | g7s7
9 E:X 2 _ niz
J Variance : @
n- ]. /990 /4
10 Sy Standard deviation of e
3 sample items and
estimated standard /4' //

deviation of population
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A close inspection of the results on Work Sheet 2 produces a
surprise - the average life of these 50 leases is only 22.62
months. This is so far below the client's estimate of 35, it
seems a certainty that his figure is too high. (In fact, if you
were to complete Work Sheet 4 to obtain a one-sided estimate from
this preliminary sample, at a reliability level of 95%, you would
conclude that the true average lease life does not exceed 25.8
months.) You discuss the possible reasons for this with the client;
i.e., reasons why current vehicles will be leased longer than
they have been in the past. Your judgment is that no such valid
reasons exist, considering the stable nature of the client's
business. (Had there been substantial growth or change in vehicle

mix, your approach would have been different.)

As a result of this finding, you revise your audit objective
from that of supporting the client's estimate to that of making a
precise enough estimate of your own to determine the amount of
the adjustment needed. You elect to do this by making a two-
sided estimate at a reliability level of 95% and with a precision
of 1.5 months. (Precision expressed in total months will be 1.5

months x 14,000 leases or 21,000 lease months.)

Determination of Final Sample Size

Using these criteria, you determine final sample size with
Work Sheet 3. A safety factor is not considered necessary in this
situation because, if desired precision is not achieved, it will

not be difficult to expand the sample.
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MEAN-PER-UNIT ESTIMATION Work Sheet 3
NON-STRATIFIED
Determination of Sample Size frem Estimated Standard Deviation
2 2 .2
ij UR N
n =
2 2 2
A" + SX. UR N
J
T 1
INE: NOTATION DESCRIPTION SOURCE RESULT
1 A Precision desired Auditor's decision [t/ 000
2 R Reliability desired Auditor's decision
one-sided estimate
Xjtwo-sided estimate 957;
3 U 2 Square of reliability Table 5
R factor 3. %4
4 N Number of items in
population /4 000
5 SX Estimated standard Work Sheet 2,
3j deviation line 194t
6 SX 2 Work Sheet 2, 1ine<]
j - 2
) =0® 199./#
2 2
7 sy 2 ugt OO |
J /0, 05 A58
2 2 2
8 U N X
3 R @ @ /1/1,290,4/-;44
2 2
9 A (:) 44/ 600 009
2
10 + S 9) +
e ®+@
11 n Sample Size ':' J3L
12 final n Sample size with gE)PlUS safety

safety factor

actor (auditor's
decision)

M/A
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Evaluation of Final Results

Next, using the time-sharing program to generate random
numbers, you select 282 additional items for examination. You
summarize the entire sample, enter the data on a new Work Sheet 2,
and obtain a mean of 23.8 and standard deviation of 14.7. Then
you determine the final result from the following Work Sheet 4.
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Work Sheet 4

MEAN PER-UNIT ESTIMATION
NON-STRATIFIED

Evaluation of Sample Results

UR N SX.
- ] .
A = T ~/1 - % = precision
R = nx = point estimate of population
total
LINE NOTATION DESCRIPTION SOURCE RESULT
1 N Population size /4,000
2 n Sample size 332
3 S C s .
Xj Standard deviation Wocrk Sheet 2, line @D /4 7
4 b4 Sample mean Work Sheet 2, line@ 23.3
5 n/N Proportion of popula- @-@
tion sampled o4
6 n 1.0 -9
-5 . 976
7 ’l _n | Finite correction /C)
N factor ,95%
8 Jn ® /8. 42
9 R Reliability Auditor's decision
one-sided estimate 75%
[X] two-sided estimate
10 Ur Reliability factor Table 5 /. 96
1 A | recision O« @x@xD:® | 2, 37
12 g = N% Point estimate of @x@ 333, K00
population total /
13* g +a Upper precision limit @2 + @) 355 073
/
A
14* | X - A Lower precision limit @2 - @)
31,327

*If one-sided estimate, enter "not applicable" in

line

or line

as appropriate.
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The precision on Work Sheet 4 of 21,873 is expressed in
total months. This is converted into average months per vehicle
by dividing by 14,000 to arrive at 1.6 months. Thus, you have 95%
reliability that the true average lease life is between 22.2
(23.8 - 1.6) months and 25.4 (23.8 + 1.6) months. This precision
of 1.6 average months is a little worse than you had intended.
This is because the standard deviation of the final sample is
somewhat larger than that upon which sample size determination was
based. (14.70 vs. 14.11)

At this point, you can either determine the amount of the
audit adjustment or expand your sample in an attempt to obtain
tighter precision and determine the adjustment from those results.
This is a matter of judgment. Achieved precision will rarely be
exactly equal to desired precision, so planning will often be
conservative (as by adding a safety factor to the sample size)

in order to allow for this result.



ChaEter 4
STRATIFICATION

The population variability, as measured by the standard
deviation, is a key determinant of the sample size required to
achieve a desired precision and reliability. The larger the
standard deviation, the larger the required sample size.

In stratified sampling, we divide the population into rela-
tively homogeneous groups or strata. Constructing these internally
homogeneous groups has the effect of reducing overall sample size.
The most common basis for stratification in auditing is dollar
book value, although any criterion that can be defined adequately

can be used.

Stratification is always desirable when the population has

a wide range of values, or is skewed.

The auditor must establish a basis for stratification before
conducting the audit test; that is, he must establish criteria
before sampling, so that he knows which stratum each item in the

population belongs to.

To calculate an appropriate total sample size, it is neces-
sary to obtain an estimate of the standard deviation within each
stratum. This may be done on the basis of previous experience or

from data in a preliminary sample.

Once the total or overall sample size is determined, it must
be allocated among the strata. One method of allocation is
known as proportional allocation. In this method, the percentage

of the sample allocated to each stratum is the same as the per-
centage of the total population accounted for by that stratum.
That is,

35



th

where n. represents the sample size in the i stratum, and Ni

the number of population items in the itB stratum.

A generally more effective method, however, is optimal allo-

cation. 1In this method, the relative variability of each stratum

is taken into account. Specifically,

N. S
n. = n 1 1
i
N.S.
i°i
2 _ 2
Ny Sy inj - Ny
or n. = n . P, where P, = —————— and S, = ]
i i i 1 n

ZN.S. i
1 1

Work Sheet 6 is used to determine the allocation Pi and the

allocation of the total sample size required to achieve a desired
precision and reliability. Specifically, the work sheet guides

the user through the formula:

(ZNisi) ’

)2
(/UR NS

This formula takes into account the effect of sampling with-

out replacement.

In selecting the sample, the principles of unrestricted

random sampling outlined in Chapter 1 are applied to each stratum.

Having established an audited value for each item in both
the preliminary sample and the subsequent sample of each stratum,

we can now form the estimate of the total audited value of the

population. This is done by the formula:

- ZN.}—(.
1 1

where ii represents the sample mean of audited values in stratum i.

>
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To evaluate the achieved precision of this estimate at the desired

reliability level, we use the following formula:

R ; ni i

To use this formula it is necessary first to compute the

standard deviation of audited values (Si) for each stratum.

Finally, we can assert that with confidence of R%, the

interval X - A to X + A contains the true population value.

In some applications, such as accounts receivable, the
auditor can use the recorded or book amount of each item in the
population as the basis for stratification. Together with this
possibility, he may also decide to examine all the items in some
stratum. This can occur for a number of reasons - the computed
sample size is nearly all or more than all the items in the
stratum, the stratum is small, or the recorded values are so

large that any error could be very important.

When every item in one of the strata is examined, the sam-
pling error of that stratum is zero. In computing the estimate,
we add the value obtained from this stratum to our estimate from
the remaining strata. However, the precision of this estimate is

equal to the precision of the estimated portion only.

In reporting the results of a stratified sampling plan, we

can use the following language:

The estimated total value of the N accounts is X based on our
sample of n accounts. The margin of error in this estimate is A.
Thus, if each account were examined, the true total value obtained
would lie between X - A and X + A with R% reliability. There is
an R% probability that the precision interval does contain the

true value.
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Case Study 5
Stratified Mean-Per-Unit Estimation

This case is an extension of Case Study 4 in the previous
chapter. It illustrates the use of stratification with mean-per-

unit estimation.

Suppose in planning the audit of lease lives of the vehicles
of ABC LEASING CORPORATION, you notice that automobiles and trucks
appear to constitute two definable groups with internally homo-
geneous values (lease lives). This leads you to believe you
might benefit from stratifying the population into two strata -

automobiles and trucks.

Instead of selecting one preliminary sample as you did in
Case Study 4, you select two, of 50 each. You prepare Work Sheet

2 for each preliminary sample with the following results:

Total Automobiles Trucks

Stratum size 14,000 12,000 2,000
Stratum standard

deviation N/A 10.1 16.2

These data are entered on Work Sheets 5 and 6 which follow:
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Work Sheet 5

MEAN-PER~-UNIT ESTIMATION

STRATIFIED
Data Sheet

A. AUDITOR'S DECISIONS

Quantity to be estimated X Lease Months

Desired precision A 4! 6T

J
Desired reliability R
95 Jo

B. REQUIRED FACTORS

Reliability factor (Table 5) Ugr /.96

Square of reliability factor u?

(Table 5) R 3. 84

Square of desired precision A2

#4£/, 000, 000
PRECISE Si Siz* Si2

cC. STRATA DESCRIPTION Ni PRELIMINARY| PRELIMINARY | FINAL

Stratum 1| Avufos /L, 00 /0. / JoL.0/

Stratum 2

7RUCKS &L, 0600 /6.2 0. 44
Stratum 3
Stratum 4

*Enter 0 for stratum examined 100%. For each other stratum, cal-
culate by the method set forth on Work Sheet 2 for SX .
J
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MEAN-PER-UNIT ESTIMATION
STRATIFIED

Determination of Sample Size

( Nisi) i

(5.

+ Y s,
11

Work Sheet 6

LINE NOTATION SOURCE STRATUM 1%* [STRATUM 2* |STRATUM 3*! STRATUM 4%
1 N,

i Work Sheet 5 /4, 00 2, 000
2154 Work Sheet 5 ‘ 0.1 1.2
3 N.S

11 @x@ /2!, o0 IR, %00
4 s.2 Work Sheet 5

1 102.01 | R62. 44

2
5 IN;8; Dx @ 1, 224 10 | 524 $30
6 ZNisi Total of
line 3 figures /53/ L oo
7 )2 ;
(ZNiSI) Line 6 squared 23,8592, 940, 000
8 N.S.2 Total of
Z ivi line 5 figures / 749, ooo
9 |A2 Work Sheet 5 44/ 000 00O
/ 4
10 Reliability Auditor's
[]one—sided decision
estimate 95 %
two-sided
estimate
11 |u2, Work Sheet 5 3. 84
12 A \2 .

(UR) ©: Q@ /14 843 780
13 | (A2 2

(5)* s” - @ 116, 592, 750
14 n Q}%Q? o202
) 9HO 799 | ./
16 n., - sample size

1 g 43

for each stratun@@ X @ /97
17 [Final n; - sample

size within
safety factor

*Leave blank for strata examined 100%.
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Worksheet 6 shows a required sample size of 202 (159 + 43).
The total sample size required without stratification was 332.
Thus, a significant degree of efficiency was accomplished by a
stratified design. This would be expected because of the low

variability found in the stratum for automobiles.

The optimal allocation of the sample of 202 is 159 automobiles
and 43 trucks. This will require 109 additional automobile
leases and no more for trucks. In effect, the preliminary
sample of leases for trucks was more than adequate, leading to
a slightly greater than optimal sample size. Of course, as in
nonstratified sampling, the adequacy of the final results will
depend on the accuracy of the preliminary standard deviation

from each stratum.
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ChaEter 5
RATIO AND DIFFERENCE ESTIMATION

Ratio and difference estimation are techniques used to
estimate dollar amounts, as is mean-per-unit estimation. And
they frequently are more efficient. Ratio estimation is also
useful in estimating a ratio - for example, sales margin. As
will be discussed, both can be used with or without stratification.
Also, as with mean-per-unit estimation, extreme values should be
audited 100%.

Ratio Estimation

In addition to the special circumstance of estimating a

ratio, ratio estimation is appropriate when:

1. There is a book value for each population
item.
2. The total book value is known and corre-

sponds to the addition of all the indi-
vidual book values.

3. There are some observed differences between
audited and book values.

4. The audited values are nearly proportional
to the book values.

The estimated ratio is computed by dividing the total sample
audited value by the total sample book value when using unstratified

random sampling. In symbols,

E:a.
& 1
E:b.

J

where R represents the estimated population ratio, a, represents

A
R =

sample item audited value, and bj represents sample 1ltem book
value. To obtain the estimated total audited value, the esti-
mated ratio is multiplied by the total book value. This is ex-
pressed symbolically by

X = RB
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The ratio estimate of the total audited value generally will
have better precision than the similar mean-per-unit estimate.
This occurs because the standard deviation of the ratio is smaller

than the standard deviation of the gross-dollar values.

To determine an appropriate sample size for a specified
precision and reliability with ratio estimation, a preliminary
sample may be selected, using a random number table or a computer
time-sharing program exactly as in previous chapters. The primary
purpose of the preliminary sample is to estimate the standard

deviation of the ratio population.

The preliminary sample should consist of at least 50 items.
This number is generally adequate if the incidence of difference
between book and audited values exceeds 20%. When the incidence
of difference lies between 5% and 20%, 80 to 100 items should be
selected in the preliminary sample. When the incidence of
difference is smaller than 5%, the size of a preliminary sample

may be even larger than 100 in order to observe some differences.

The calculation of the estimated standard deviation of the
ratio population is simplified by using, the difference for each
item in the sample. This difference is defined as d. = a. - b.;
the difference in the jth sample item is its auditedjvalug minas
its book value. The estimated standard deviation is then calculated

by means of the formula

§ 2 A 2§ 2 A z—’
S+ - - - a.
S dJ (R-1) b] 2 (R-1) bJ j
n-1

R. =
J

_ L
Lk,

Once the estimated standard deviation of the ratio population

as indicated above.

is available, and given the desired precision and reliability,
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the required sample size is calculated from the formula

n = ; where n' =

n'
1 +

Z|3

In this formula, n' represents the sample size required when
sampling with replacement. This formula is equivalent to the
formula used in Chapter 3 with SR. taking the place of SX.

J J
The extra calculation involved in computing n provides for the
fact that sampling is without replacement. If the calculated
value of n' is smaller than 5% of the population size N, these

extra calculations can be omitted, because n is so close to n'.

To compute the precision of the ratio estimate, it is neces-
sary to obtain an estimate of the standard deviation of the ratio
population based on the entire sample. This involves using the

same formula as used for the preliminary sample.

The calculation of the achieved precision is accomplished by

following the formula:

SRj. Ug * N -

= -0

A= VT \/l N

Again, this is the same formula used in Chapter 3 with SR
J

taking the place of SX , the estimated standard deviation of the
3

population dollar values.
The precision interval with lower limit X - A and upper
limit X + A will contain the true total audited value at the

reliability level specified.

To use stratification with ratio estimation it is necessary
to:
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1. Choose a basis for stratification. The
book values will often serve this purpose
effectively.

2. Select the number of strata. Usually
three to five, possibly with the top
stratum sampled 100%, will be reasonable.

3. Select the stratum boundaries. One
reasonable procedure is to select bound-
aries so as to equalize the dollars
within each stratum (except the 100%
stratum) .

If feasible, a preliminary sample from each stratum may be
used to obtain an estimate of the stratum standard deviation of

ratios. These estimates may be used in place of the Si of

Chapter 4 in computing an appropriate sample size and in allo-

cating the sample to the strata.

If it is not feasible to audit a preliminary sample, it is
possible to examine the book values of a sample from each stratum,
compute the estimated standard deviation of book values, and use
these estimates instead of the Si values in Chapter 4. This

generally provides a more than adequate sample size.

Another alternative would be to calculate a sample size
without considering stratification; that is, use the procedures
outlined in Chapter 3 and then allocate the resulting sample to

the strata in proportion to the dollar amount in the stratum.

After audited values have been determined for each sample
item, two ratio estimates of the total audited value are possible -

a separate estimate and a combined estimate.

The separate ratio estimate is advantageous when the ratios
vary greatly from stratum to stratum. As the name implies, it is
formed by computing an estimated ratio for each stratum separately,
extending each of the ratios by the total book value in the

stratum, and adding the results over all the strata. To compute
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the precision of the separate ratio estimate, you need an estimate
of the standard deviation of the ratio population in each stratum.
As a working rule, this requires at least 30 observations in each

stratum as well as several observed differences in each stratum.

The point estimate and precision of the separate ratio

estimate are computed by the following formulas:

where Si2 equals the amount computed for SR 2 in stratum i.
i

In auditing, the combined ratio estimate is probably used
more often than the separate ratio estimate - primarily because
it does not require as many observed errors per stratum. As a
working rule, it is suggested that at least 50 observations be
used, with a significant number of observed differences (at least
10 and preferably more) when using the combined ratio estimate.

As the name implies, the combined ratio estimate is formed
by combining the data from each stratum to form a single ratio,
which is then extended by the total book value to obtain the

combined ratio estimate of the total audited value.

The combined ratio is equal to the estimated total audited
value divided by the estimated total book value. These esti-
mates are formed in exactly the same way as the estimated total
value was formed in Chapter 4, using mean-per-unit estimation.

In symbols, if there are multiple strata:

1% _ XN
1Py + Nyb, + Nib, 2Ny by

where N. equals the number of items in the ith stratum (and in

+ a. + a
A N N2a2 N3a3
R = = =
c N

o'l
o
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this case, 1 =1, 2 and 3), ai sample average audited value

th sample average book value within

within the 1

the ith stratum.

stratum, and Bi

The formula for computing the precision of this estimate is

N. (N. - n.) 2
= N1 1 1 S.
A UR \/L/ ni 1

in stratum i using

as follows:

where Si2 equals the amount computed for SR

A . A ]
R instead of R,.
c i

Since the formula for the standard deviation of either of
these estimates is complicated, we present an alternative pro-
cedure known as replicated sampling. This procedure consists of
dividing the total sample into several random subsamples
(usually 8 to 10), so that each subsample is a replication of the
sampling procedure. In other words, if a stratified sampling
procedure calls for 120 items in stratum 1 and 80 items in
stratum 2, then ten subsamples from each stratum would result in
12 items in each subsample from stratum 1 and in 8 items in each

subsample from stratum 2.

For each subsample, it is necessary to calculate an estimated
total value, using either the separate or combined ratio method,
then compute the range of these estimates (value of largest
estimate minus value of smallest estimate), and divide this range
by the number of subsamples. This number when extended by the
reliability factor serves as the precision of the estimate. The
estimate itself is calculated on the basis of the whole sample.

Difference Estimation
Difference estimation is appropriate and advantageous when:

1. There is a book value for each population
item.
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2. The total book value is known and corre-
sponds to the addition of all the indi-
vidual book values.

3. There are some observed differences between
audited and book values.

4. The audited values are not proportional
to the book values, or similarly, the
differences are not proportional to the
book wvalues.

In using unrestricted random sampling without replacement,
the estimate of the total population difference is formed by
extending the sample average difference by the number of items

in the population. In symbols,

~ _ _ n
D = Nd, where d = — Z: d. and d.
no g ] ]

a. - b
]
To determine an appropriate sample size, a preliminary
sample may be used if it is large enough to observe several
differences. A preliminary sample of 50 will suffice if there are

at least ten differences in the sample.

The formula for estimating the standard deviation of the
difference population is exactly the same as that used in Chapter
3, with dj taking the place of xj and d taking the place of x.

In symbols,

_ 2 n 2 2

n~Mos
o
|
&
(e
i
=]
Q

1 _ =1
J n -1 n -1

The necessary sample size to achieve a precision A at

reliability of R% is given by the formula

48



After the sample has been selected and audited values estab-
lished for each of the sample items, the estimated total difference
is calculated by means of the formula

D = Nd
where N represents the number of items in the population and d
represents the average sample difference. For each item in the

sample, the difference equals the audited value minus the book

value.

The estimated total audited value can be obtained by adding
the estimated total difference to the known book value. In
symbols,

A N
X=B+D

The precision of this estimate is calculated by means of the
formula
S U, °N

D. R
A = J 1 _2
T N

Again, this formula is similar to that used in Chapter 3

with SD replacing Sx . This formula is also similar to the one
3 3
used in ratio estimation, with SD replacing SR
3 .

Difference estimation may be used with stratified random
sampling. The basis for stratification should be some known
quantity or quality that is related to the magnitude of the

differences in the population. Frequently, the size of the book
amount is used as the basis.

In manual application, three to five strata are commonly
employed, with stratum boundaries selected so that each stratum
contains nearly an equal dollar amount - except the top stratum
if it is sampled 100%. Preliminary samples should be selected

from each stratum to provide estimates of the standard deviation
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of differences. These estimates take the place of the S in Chapter
4, and are used to calculate an appropriate sample size and to

allocate the sample to the strata.

When it is not feasible to audit a preliminary sample, a
sample of book values may be selected from each stratum and used
to estimate the standard deviation of the book value population
with each stratum. These estimates take the place of the Si in
Chapter 4 and can be used to calculate a sample size and to allocate

it. The resulting sample size will generally be more than adequate.

After the sample has been selected and audited values estab-
lished, the estimated total difference is calculated from the

following formula, assuming three strata:

D =N.d. + N.4d. + N.G =ZN.<§

where N, represents the number of items in the ith stratum, ai
represents the average sample difference in the ith stratum, and

i=1, 2 and 3.

To compute the precision of this estimate, the procedures
of Chapter 4 can be followed substituting the differences for the
dollar values, or the approximation involving subsamples outlined

above can be used.
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Case Study 6

Estimating a Difference Using Ratio
and Difference Estimation

Background and Objectives

Arlo Supply Company is an audit client of your firm. You
plan to use statistical sampling in connection with the inventory
work in the current year's examination. Specifically, you plan
to check gquantities, prices and extensions on a selected random
sample of inventory tags, and to evaluate your results by using
difference or ratio estimation. You will have to foot the
client's inventory listing because both these methods depend on
having a known book value. You can use either or both ratio and
difference estimation in this type of audit test because both use
the same basic data; whichever provides the more precise estimate

should be planned and used.

A brief summary of the procedure Arlo uses to count its

physical inventory follows:

1. The general manager and the warehouse
foreman supervise the inventory taking.

2. Two-man teams perform the counts, using
two-part inventory tags.

3. The general manager and the foreman place
the tags, pre-numbered, on the inventory
items.

4. One member of the two-man team counts each
item and the other verifies it. They mark
each portion of the tag with the agreed-
upon quantity.

5. After counting is completed, the general
manager and the foreman remove the upper
part of each tag and assure themselves
that all items were counted and that
counts appear reasonable. If appropriate,
recounts are made. The lower portion is
sent to the accounting department for
pricing.

6. On receiving the inventory tags, the
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client's accounting department prepares a
list showing the tag number, identification
data, quantity, and unit price. These sheets
are extended, footed and totaled to determine
the total inventory value.

In prior years you have observed the inventory and tested its
compilation in several separate steps. You always noted various
minor errors, and had them listed and given to the client's staff
so that totals could be corrected. Although numerous errors have
always been found, they have been considered immaterial, in part
because they tended to be offsetting. About 5 percent of the

inventory items were usually tested.

This year you decide to use statistical sampling to evaluate
the reasonableness of the inventory. In terms of your overall
audit objective, you believe that if the client's book amount
($86,857) of inventory is within $4,000 of the estimated true value
indicated by this test, the book amount can be considered reason-
able. This decision results from your determination that about
$8,000 would represent a material difference. Your assessment of
the difficulty of obtaining additional sample items after the
listing has been prepared leads you to select a reliability 1level

of 95%.l

To determine an appropriate sample size, you analyze last
year's results. Last year's sample of 50 tags, although not
randomly chosen, showed 8 differences in quantities, 3 differences
in pricing, and none in extensions. Realizing the twin dangers
that last year's sample was not random and that the small number
of observed differences might lead to a poor estimate of the
standard deviation, you decide to take 90 observations, which

should allow you to observe about 20 differences.

This plan is based on a beta risk of 2%% and reflects an expec-
tation that there will be a high rate of error. See Elliott
and Rogers, "Relatina Statistical Sampling to Audit Objectives,"
Journal of Accountancy, July 1972, pp. 46 - 55.

52



Selection of Sample and Evaluation of Results

items this year.
numbers between 1 and 868 which will correspond with pre-numbered

inventory tags.

Using a random number table, you select 90

You use a simple matrix to place these in

You determine in advance that the client has 868 inventory

numerical sequence as they are obtained from the table. Duplicate
numbers are discarded. Thus:
1oo—~20 |0-9 10-19| 20-29 |30-39 [40-49| 50-59 |60-6970-79 | 80-89| 90-99
0- 99 |6 42 56 55 74 70 87
46 51 77 83
100-199 101} 118 {126 123| 136 177 187
111 128 134 179
200-299 (207 218 238 241 267 | 274 288 | 290
237 271 284
300-399 316 (326 338 343 | 357 366
400-499 |405 428 438 451 473 489 | 496 491
458 492
500-599 |502( 512 |526 530 552 562 588 | 591
519 557 561 583
600-699 |604}{ 612 [622 632 646 684 | 697
621 630 644 695
700-799 |707| 716 738 742 | 752 764 | 774 792
709 735 748
800-899 820 833 857 851 862
838 854
You then make up from this schedule an audit work paper on
which to enter the results of your counts of the selected items,

extension of prices,

value.

You enter some of these values on Work Sheet 8,

and comparison of audited value to book

which is

used to compile the required information for the statistical evalu-

ation.

You then enter these data on standard schedules to evaluate

results.
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These schedules are attached. A key to them is as follows:

Work Sheet 1 - Sampling objectives

Work Sheet 8 - Data collection

Work Sheet 9 - Summary of data for input into
evaluation schedules

Work Sheet 10 - Computation of standard deviation
for ratio estimate

Work Sheet 12 - Evaluation of ratio estimation
sample results

Work Sheet 13 - Computation of standard deviation
for difference estimate

Work Sheet 15 - Evaluation of difference estimation

sample results

The aggregate net difference is a credit amount on Work
Sheet 8, indicating that the books are overstated. You carry it
forward to the standard schedules as a credit, as you do the amount
of the cross-products. (It is essential that the integrity of the

signs of various input values be maintained from start to finish.)

Since the differences produce a lower standard deviation than
do the ratios (5.6 vs. 6.4) (Work Sheets 13 and 10), difference
estimation produces the more precise result. The precision
interval of the total inventory value based on the differences,
at 95% reliability, is $83,317 to $85,223 (Work Sheet 15). The
book value of the inventory of $86,857 is not included in the
achieved precision interval. However, the planned precision of
$4,000 would produce an interval that does include the client's
book value ($80,270 to $88,270). This latter interval has a very
high reliability (greater than 99.9%) of containing the true value,
and consequently the statistical evidence supports the reasonable-
ness of the inventory value; that is, on the basis of $8,000 ma-
teriality.

If you use ratio estimation, the point estimate of the inventory
balance is $84,190. You can be 95% certain that the actual balance
will fall somewhere between $83,101 and $85,279 ($84,190 + $1,089).
Earlier you stated that you would accept any value if you could

be 95% certain the recorded inventory value was within + $4,000
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of the estimated true value. Therefore, you would accept any
value between $80,190 and $88,190 ($84,190 + $4,000), and since

the client's inventory value of $86,857 is within those limits,

you accept his value as being fairly stated.

Conclusion

Ratio and difference estimation are useful methods in audit
situations where two values are available for each sample item -
for example, recorded and audited values. These methods are
generally efficient ones where the book balance and the audited
balance for the majority of the sample items agree. Furthermore,
these methods are useful as alternatives, giving you flexibility
in your estimation approach. The only caveat to the use of dif-
ference and ratio estimation is that the sample must contain
sufficient differences to assure a good approximation of the dis-

tribution of differences and thereby assure a reliable estimate.
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Work Sheet 1
Sampling Objectives

Population (define): Physuux\lnven*ory Hs+lh3
Population size (N): g¢4¢

Information to be obtained: :?hys\le coortt, unit price, extension

Desired precision (A): $4,000
Desired reliability (R): 95%

Sampling Plan

Sampling method and sample design

Random? yes
no (Describe method used)
Stratified? [X] no Use Work Sheets 3-4%*
yes Use Work Sheets 5-7
Replacement? with
without

*Apply to mean-per-unit estimation only.

Evaluation method

Mean per-unit estimation? []yes Use Work Sheets 2-7

Ratio estimation? [X]yes Use Work Sheets 8-12

Difference estimation? Dgyes Use Work Sheets 8 & 9 and 13-15

Attribute estimation? []yes Use Work Sheet 16
Correspondence

Describe method of correspondence between the items in the
population and the numbers in the random tables.

La.st theee digits of randem number Will Correspond to the
lr\uemLor/ ticket number.

Random number table

What table used?
Random nunmber table U. S. Dept of Commerce
Route through table:

Left to right, then down to next \ine
Starting point in table: Row: ¢ Column: 3
How selected?

Blind stab

Random numbers from computer program
What program?

Starting specifications:
Other method used for selecting random items - describe
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Work Sheet 8

RATIO AND/OR DIFFERENCE ESTIMATION

Data Collection Sheet

a. b.

J J ;
Audited Book CLfference L 2 2, 4
Identification Value Value aj j 3 ii_ bj j
A £ Jjo0 ¥ /o0 — /0, 000 - -
72 ol ol - 2225 - -
/
46 /0 $ /4 Yoo — _
J/ 420 480 {307 0L, 500 900 13 500)
58 /¥ /8 - g4 - =

A

§s57/
R
§57

6

TB+Q[5

33 456 P 723 #<9¢80

c(o/ 02\4)"' J— é 02\5—- bt ;OO
/54 1570 2 43,500 4
o 55 _ FAREE
7: 6 <10 7 376 so0 <860)

&, 863 44T 3616 <4230 )

Note: There was a total noted of eighteen differences, which comprise

the net difference of $<268>. The footed total of the
client's book balance of the inventory is $86,857.
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Work Sheet 9

RATIO AND/OR DIFFERENCE ESTIMATION

Data Summary Sheet

Data from preliminary sample[]

Data from total sample
LINE |NOTATIOW DESCRIPTION SOURCE RESULT
1 E:bj Sum of sample book Work Sheet 8§ 743
values
2 E:bjz Sum of squares of sample | Work Sheet o §65, 427
book values g
d. Sum of sample Work Sheet 9
3 E: J differences (638
4 E:djz Sum of squares of Work Sheet 34/4
sample differences g
5 E:bjdj Sum of cross products Work Sheet {4,050
6 (R-1) | Estimated ratio - 1.0 OHO <.0307>
7 (ﬁ-l) 2 @ squared .6009
8 2 (R-1) (6) doubled <. 06/4)
9 n Work Sheet 11 | 9o

Sample size
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Work Sheet 10
RATIO ESTIMATION

Estimated Standard Deviation
of Population Ratios

2 A 2 2 A T
a.% + (R-1 Zb. - 2(R- > 4.
Sp. - Zq (R-1)7 ) b, (R-1) ) b.d,
n -

1

From preliminary sample[]
From total sample

LINE NOTATION DESCRIPTION SOURCE RESULT
2
1 b. Sum of squares of Work Sheet 9,
Z J sample book values 1ine@ °?/ 86517"25
5 3.2 Sum of squares of Work Sheet 9; 3¢/
j sample differences line(:> ’
A 2
line :

:b
Fld>
’.—l
N
el
-
(\)

®=G 2 579

5 b.d. Sum of cross Work Sheet 9, $0
L. 3] products line <¢% < ?
6 | 2(R-1) Work Sheet 9, g4
line ’
7 2(§—l)ijdj ®x® R, 833

8 2 A_l 2 b2
) 35 D) /:3 @+®-0 3,662

9 n Sample size G0
10 n-1 @_ 1.0 89
2 .
11 S OF
N GET e
12 S Estimated standard

Ry deviation of pop- \/Qj ¢. ¥

ulation of ratio

59




RATIO ESTIMATION

Work Sheet 12

Evaluation of Sample Results

UR SR.N -
A = J 1 ﬁ‘
\jn
LINE NOTATION DESCRIPTION SOURCE | RESULT
1| (R - 1) Estimated ratio - 1.0 | Work Sheet 9, (. 0307
line
2 Total book value Client records 84}35”7
A A
3|D=(R- 1)B | Estimated total Ox®@
difference < 2,661
4|X=8B+D Estimated total <>-+<> 94 /9
audited value , 170
5 |N Population size Work Sheet 11, 908
line |
6 |R Desired reliability Auditor's
one-sided estimate | decision 95 7o
[X]two-sided estimate
7 UN Reliability factor Table 5 /. 9¢
8 R Estimated standard
j deviation of popu- Work Sheet 10, 6. 4
lation of ratios line
9 |n Sample size g0
10 \]n Square root of sample -JC@ g
size =2
11 |n/N Sampling fraction @—@ /6
./
12 |1-n/N 1.0 - @) 90
13 | +/1-n/N Finite correction \/QQ
factor .75
14 |A Precision GxOx®x 0 + @0 /, 089
*15 § - A Lower precision limit (:)— i@ §3 /o/
/
x16 |X + a Upper precision limit | @)+ @9 55‘97?J
l /

* If one-sided estimate, enter "not applicable" in line () or @9 ’

as appropriate.
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Work Sheet 13
DIFFERENCE ESTIMATION

Estimated Standard Deviation
of Population of Differences

S = 2 ' 2 -2
d.-d d.” - nd
s - [ LYY s
Dj n -1 n -1 From preliminary ]

sample
From total sample

LINE NOTATION DESCRIPTION SOURCE RESULT
1 \a, Sum of differences Work Sheet 9., {468
L, line@
2
2 E:d. Sum of squares of
. J differences vlqii]; Sheet 9, 3,4/é
3 n Sample size 90
4 n-1 ®- 1.0 79
5 d Average difference @—@ <2. 98>
- 2
6 (a) Square of average C)}{()
difference 9. 97
=2
7 | nd ®x® 799
Sy 2 _ 532 -
8 J 95 nd @-O@ 2 817
2 L 2 =2
9 s Zd. - nd
D. .
j ) ®:@ 3/. 7
n -1
10 S Estimated standard
Dj deviation of differ- \/C) J. 4
ence population
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Work Sheet 15

DIFFERENCE ESTIMATION

Evaluation of Sample Results

SD UrN v
A = \/l - — = precision; X = N —HQ-+ B = point estimate of
\) population total
LIN NOTATION DESCRIPTION SOURCE RESULT
1 N Population size 9469
2 R Reliability Auditor's
one-sided estimate decision ?3—%
[X]two-sided estimate
3 UR Reliability factor Table 5 /. 96
4 n Sample size 90
5 A n 1} 9.5
6 Sh Estimated standard de- Work Sheet 13,
j viation of population line 3. 4
of difference
7 S. U.N ecision, (with re- @x@x@%@
D. R
j {acemen / 003
/n
8 n Sampling fraction @®:Q
N . /0
9 n
1 -5 1.0 -(® . 90
10 [1 - I% Finite correction -\/@ 95
factor :
11 A Precision @x @ 953
12 Zd- Sum of differences Worksheet 9
j 1i ' (468
ine
—\d. R .
13 L Jj Average difference -
;i ©:® 2.9
14 N}, 45 A [|Estimated total X
n- D |gifference @ @ <%, 5787
15 Book value Client's record| g( ¥57
A
16 X Estimated total audited i@ + QB
value g%,,?70
*17 X + A Upper precision limit i@ + @) 95 ofd 3
/
*18 X - A Lower precision limit @ - @ $3 3/7
/

*If one-sided estimate, enter "not applicable" in line @ or , as
appropriate.

62



Case Study 7

Estimating a Ratio

Background and Approach

You have been engaged as the first examination auditor for
the ABC COMPANY, a seller of building materials that plans to go
public shortly after the end of the current year, 19X3. You had
been given notice of this two years ago, and consequently, you
made an observation of physical inventories at the end of 19X1
and 19X2. However, inventories at the beginning of 19X1 were not
observed. Furthermore, the company does not maintain perpetual
inventory records. Your dilemma is how to satisfy yourself that
cost of goods sold is reasonable for 19X1, as the 19Xl earnings
statement will be included in the summary of earnings in the

registration statement on an audited basis.

In addition to other tests, you decide to use statistical
sampling to test the client's recorded cost of goods sold. Your
plan is to take a sample of sales invoices from 19X1, test and
cost them out from purchase data, and - using ratio estimation with
95% reliability - estimate the cost of goods sold for the year.

If this estimate indicates the recorded cost of goods sold is
reasonable before consideration of obsolescence, your audit ob-
jective will be fulfilled.

Overall data for year 19X1 is as follows:

Number of sales invoices 14,000
Total amount of sales $6,000,000
Total amount of cost of sales 4,560,000
A random sample - without replacement - of 100 invoices is

taken. This is an arbitrary amount, since you do not have previous
knowledge upon which to base your estimate of variance. If this
sample size is not adequate, additional items will be selected.

Evaluation of Results
The sample of 100 items is selected and examined, and yields
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the following:

Sum of sales prices (Z:bj) $ 40,117.28
Sum of cost amounts (E:aj) 30,689.72
Sum of the squares of the sales prices

(1052) 16,249,783.00
Sum of the squares of the cost amounts

(Va3?) 9,489,612.00

Sum of the cross-products of sales
prices and cost amounts (E:bjaj) 12,351,268.00

Notice that the sale prices assume the role of the book values,
and the cost amounts assume the role of the audited values in this
application of ratio estimation. Furthermore, Work Sheets 10 and
12 are designed to facilitate the computation of the precision
when most of the differences (dj) between audited values (aj) and
book wvalues (bj) are zero. The formula shown on Work Sheet 10
may be adapted to your problem by some algebraic manipulation,
using the fact that dj = aj - bj' Thus,

1. The sample ratio

A_ L5 30,689.72 _ .,
Tbs £0,117.28

2. The standard deviation

A 2
Sg. = -\/Z(aj"ij)

| n-1

or in computational form with ay and bj

2 A A2 2
SR =\/ Zaj - 2R (ijaj) + R ij
j n-1

9,489,612 - (2) (.765) (12,351,268) + (.765)2 (16,249,783)
99

= 32.09
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3. Precision

_ _32.09 - 1.96 - 14,000 1 - 100 = 87,703

«}lOO 14,000

The estimated cost of sales is then $4,590,000 ($6,000,000
X .765) and the precision of this estimate at 95% reliability is
$87,700. Since the client's recorded amount of $4,560,000 is
contained in the precision interval which ranges from $4,502,300
to $4,677,700, the statistical estimate indicates the recorded

cost of goods sold is reasonable. Whether this evidence is
adequate depends on the magnitude of the achieved precision of

$87,700 in relation to an amount you consider material.

Conclusion

Ratio estimation is a useful tool for estimating ratios as
well as differences. This case study presents one situation where
the estimation of a ratio is reguired. Other situations would
include determining an accounts receivable aging, determining the
reasonableness of departmental mark-ons in a retail inventory, and
determining the relationship between FIFO and LIFO valuation of

inventories.
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Case Study 8

Difference Estimation Resulting in an
Audit Adjustment

Morris-Walker, Inc., is one of your firm's audit clients that
has 900 individual accounts receivable, with a total recorded
value of $895,420. You have taken a statistical approach to con-
firming receivables and a judgmental sampling approach on all
other accounts. Based on your appraisal of results of the judg-
mental tests and the overall financial position and results of
operations of Morris-Walker, you believe a misstatement in the
receivables of more than $38,000 would be material. You are

equally concerned with both under- and overstatements.

In planning your confirmation procedures, you elect to take
a primarily substantive approach; that is, not rely heavily on
internal control in that area. Accordingly, this leads you to
set the desired precision at $20,000, based on the informal
guidelines provided by Section 320 of SAS No. 1. You set the
reliability at 95%. Also, you decide to use the previous year's
results as a means of estimating the population standard deviation
in planning sample size. In order to achieve a precision of
$20,000, your computations (not included here) indicate a sample
of 87 items is required. To be conservative, you round this to

100 and proceed.’

lThe reader should note that the $20,000 desired precision was
based on a planned alpha risk of 5%. The beta risk is 4%. A
detailed discussion of this process can be found in Elliott and
Rogers, "Relating Statistical Sampling to Audit Objectives,"
Journal of Accountancy, July 1972, pp. 46-55. Also see Roberts,
VA Statistical Appraisal of SAP #54," Journal of Accountancy,
March 1974, pp. 47-53.
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First and second requests are sent, and satisfactory alterna-
tive procedures are performed on all non-replies. You obtain an
audited value for each of the 100 sample items, compare it with
each item's book balance, and evaluate the results, using dif-

ference estimation. A summary of your evaluation is as follows:

Population size 900
Population total book value $895,420
Sample size 100
Number of differences found 30
Aggregate amount of differences $ <6,500>

(Note that a credit difference
represents an overstatement in
the books)

Average difference in sample $ <652

Point estimate of population
total difference - $<65> x 900 $<58,500)

Point estimate of population
total audited value -
$895,420 - $58,500 $836,920

Precision of estimate at 95%
reliability - computation
not included $ 18,714

95% confidence interval of true
total population audited
value - $836,920 + $18,714 $818,206 to
- $855,634

Based on this result, you conclude, with 95% certainty, that
Morris-Walker's accounts receivable are overstated by an amount
between $39,786 and $77,214. Both of these limits exceed the
materiality limit of $38,000, and therefore an adjustment must be

made.

Determining the amount of the adjustment can be approached in

several ways:

1. It could be based on these statistical results,
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such that the adjusted book amount of the
accounts receivable would be no farther
than $38,000 from the farthest limit. 1In
this case, any adjustment to an amount
within the precision interval would

achieve this. You must note,

however,

that unless achieved precision is equal

to or less than materiality, no adjust-
ment will bring the book figure to within
a material amount of both precision limits.

In this situation, many auditors prefer

to adjust to the point estimate ($836,920),
because this shows an equal concern for
both over- and understatements.

2. You could use your determination of the
cause of the differences found as a basis
for additional tests to quantify more
exactly errors in certain segments of the
population, thus removing those differences
and that segment of the population from

your statistical test.

For example, if most or many differences
in the accounts receivable were due to
the late recording of credit memos, you
might attack the problem by a more
thorough review of subsequent credit

memos.

3. The client, on being confronted with the
sample evidence, may wish to make a
thorough analysis of his records and
correct all specific items involved.

It should also be noted that some precision intervals may be

obtained that do contain the client's book value, but where the

book value is a material amount away from one of the confidence

limits. In such a case, there is a measurable risk that the

books may be materially misstated. This risk is called the beta

risk and may be controlled by selecting an appropriate precision

in relation to materiality. When the auditor uses a low beta risk

together with a high reliability, his statistical sample will

provide a good basis for making an adjustment. When this is not the

case, he should consider either expanding the sample or using the

procedure described as alternative 2 above.

previously given.)
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APPENDIX A
NOTATION AND WORK SHEETS

Work Sheet Contents
Number

Notation
1 Sampling Objectives and Sampling Plan

Mean-Per-Unit Estimation

2 Estimated Standard Deviation of Items in Population

3 Determination of Sample Size from Estimated Standard
Deviation

4 Evaluation of Sample Results

Mean-Per-Unit Estimation - Stratified

5 Data Sheet
6 Determination of Sample Size
7 Evaluation of Sample Results

Ratio and/or Difference Estimation

8 Data Collection Sheet
9 Data Summary Sheet
Ratio Estimation
10 Estimated Standard Deviation of Population Ratios
11 Determination of Sample Size
12 Evaluation of Sample Results
Difference Estimation
13 Estimated Standard Deviation of Population Differences
14 Determination of Sample Size
15 Evaluation of Sample Results
Attribute Estimation
16 Summary Work Sheet

Note - Work Sheets 2, 9, 10 and 13 are used for both
preliminary and final samples. Where there
is a preliminary sample, a second copy of the
work sheet will be used to combine the pre-
liminary and additional sample items to produce
total sample results.
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Notation

Value of the jth item in the population

Value of the jth item in the sample

Estimate of standard deviation of items in the population
Estimate of standard error of the mean

Number of items in the sample

Mean of items in the sample (pronounced "x bar")

Mean of items in the population ("capital X bar")
Reliability - confidence

Reliability factor - a table reference from R (See Table 5)
Number of items in population

Precision

Population total value

Estimate of population total value (caret indicates estimate)

Additional Notation for Stratified Sampling

Value of the jth sample item in stratum i

Estimate of standard deviation of items in stratum i
Number of population items in stratum i

Proportion of total sample items in stratum i

Mean of items in sample of stratum i

Estimated total of items in stratum i

Number of items in sample of stratum i

Additional Notation for Ratio
and Difference Estimation

Audited value of the jth sample item

Book value of the jth sample item



Yy Qi o

>

Excess of audited amount over book value of the jth sample

item (aj - bj)
Estimate of ratio of audited values to book values
Sample size with replacemnt
Estimated standard deviation of population of ratios
Sample mean difference
Estimated standard deviation of population difference
Estimated total difference
Total population book value

Book value of jth item in population

Mean of sample item differences in ith stratum

Ratio of audited values to book values for sample items

in ith gtratum

Ratio of audited values to book values for sample items

from all strata combined

71



Work Sheet 1
Sampling Objectives

Population (define):
Population size (N):

Information to be obtained:

Desired precision (A):
Desired reliability (R):

Sampling Plan

Sampling method and sample design

Random? E]yes
[ Ino (Describe method used)
Stratified? []no Use Work Sheets 3-4%*
[jyes Use Work Sheets 5-7

*Apply to mean-per-unit estimation only.

Evaluation method

Mean-per-unit estimation? {:]yes Use Work Sheets 2-7

Ratio estimation? [ Jyes Use Work Sheets 8-12

Difference estimation? yes Use Work Sheets 8 & 9 and 13-15

Attribute estimation? []yes Use Work Sheet 16
Correspondence

Describe method of correspondence between the items in the
population and the numbers in the random tables.

Random number table
What table used?

Route through table:
Starting point in table: Row: Column:
How selected?
Random numbers from computer program
What program?
Starting specifications:

Other method used for selecting random items - describe
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Estimated Standard Deviation of Items in Population

MEAN-PER-UNIT ESTIMATION

Work Sheet 2

S \//§:x.2 _ niz
X, = J
J n-1

[]Preliminary sample

[ ]Total Sample

LINE NOTATION DESCRIPTION SOURCE RESULT
1 E:xj Sum of all sample items
2 E:x.z Sum of squares of all
J sample items
(square before summing)
3 n Sample size
4 n-1 @- 1.0
5 x Mean ®:0
6 22 (5?
v @x®
8 ijz - n%’ @’@
9 X 2 _ niz
J Variance %@
n-1
10 S Standard deviation of 19
X, X
3 sample items and

estimated standard
deviation of population
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W
MEAN-PER-UNIT ESTIMATION ork Sheet 3
NON-STRATIFIED
Determination of Sample Size frcm Estimated Standard Deviation

2 2 .2
S ; UR N
n =
2 2 2
A + SX. UR N
J
| Y
LINE : NOTATION DESCRIPTION SOURCE RESULT
1 A Precision desired Auditor's decision
2 R Reliability desired Auditor's decision
one-sided estimate
[ Jtwo-sided estimate
3 U 2 Square of reliability Table 5
R factor
4 N | Number of items in
population
5 Sx Estimated standard Work Sheet 2,
j deviation line
6 s, 2 Work Sheet 2, 1ine<j
X. 2
2 2
1 fsy? vl ©@*®
2 2 2
8 ij Up N ©=@
9 a2 ®’
2 2
1o [ 45, 20 G+ @
J
[ ] *
11 n Sample Size 7
12 final n Sample size with (%Eiplus safety
safety factor actor (auditor's
decision)
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Work Sheet 4

MEAN-PER-UNIT ESTIMATION
NON-STRATIFIED

Evaluation of Sample Results

U, N S

= precision

= Nx = point estimate of population
total

LINE| NOTATIONM DESCRIPTION SOURCE RESULT
1 N Population size

2 n Sample size

3 ij Standard deviation Work Sheet 2, line i)
4 X Sample mean Work Sheet 2, lineC)
5 n/N Proportion of popula- (:)*(j)

tion sampled
6 L _n 1.0 -(%)
TN
7 _n Finite correction q/
1 N factor CD
o | Vm Vo
9 R Reliability Auditor's decision
jone~-sided estimate
[ Jtwo-sided estimate
10 UR Reliability factor Table 5
11 A Precision @ x@x@x @-}
12 R = N Point estimate of | @Ox®
population total

13%* £+ Upper precision limit | @9 + @9
1ax ! % - A Lower precision limit @? - @)

*If one=sided estimate, enter "not applicable" in line Q) or

line as appropriate.

i

75




Work Sheet 5

MEAN—-PER-UNIT ESTIMATION
STRATITIED

Data Sheet

A.| AUDITOR'S DECISICKS

Quantity to be estimated X

Desired precision A

Desired reliability R
B.] REQUIRED FACTORS | 1 ]

Reliability factor (Table 5) Un

Square of reliability factor u?

(Table 5) R

Square of desired precision A2

PRECISE S;  5y2% 5.2

C. STRATA DESCRIPTION Ni PRELIMINARY| PRELIMINARY FI&AL

Stratum 1

Stratum 2

Stratum 3

Stratum 4

*Enter 0 for stratum examined 100%. For each other stratum,
calculate by the method set forth on Work Sheet 2 for SX .
]
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Work Sheet 6

MEAN-PER-UNIT ESTIMATION
STRATIFIED

Determination of Sample Size

L
1 1

n = —
(é )2 + NiSi2
UR
LINE NOTATION SOURCE STRATUM 1* |STRATUM 2* [STRATUM 3*| STRATUM 4*%*
1 Ni Work Sheet 5
2 ‘ Si Work Sheet 5
|
3 NiSi @X@
4 S 2 Work Sheet 5
i
2
s | ws, Dx®
6 ZNiSi Total of line
3 figures
7 (;ﬁN.S.)z lLine 6 squared
/i1
8 Y_‘Nis.2 Total of line
L t 5 figures
9 A2 Work Sheet 5
10 Reliability Auditor's
E]one—sided decision '
estimate
two-sided
estimate
11 U2R Work Sheet 5
=l § ®: 0
UR
2 O 2
13 (% ) +) NiS; ®+
R
4 | @: 0
Y ©:®
16 n; - sample size @E < @3
for each stratum
17 Final n; - sample
size within
safety factor

*Leave blank for strzta examired 100%.
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MEAN—-PER-UNIT ESTIMATION
STRATIFIED

Evaluation of Results

(Ni— ng

)2

Work Sheet 7

N.
_ i - -
A = UR E: ni Si precision
[ ﬁ - 03 0 3
X = Nixi = point estimate of population
total
LINE NOTATION SOURCE STRATUM 1 | STRATUM 2 | STRATUM 3 | STRATUM 4
1 Ni Work Sheet 5
2 iji Sum of items
in sample
3 n, Size of sample
AER OH©)
A
s % D*®
6 Siz(final) Work Sheet 5
7 Ni - ni C)"Cj
SR IOMG
2
9 | N;(N; - n,)S, ®=x®
10 N, (N, - n.)
SN UP FOH©
n. Si
i
11 YﬂNi(Ni - ni) 2 Total of
L. S, line
i * figures
12 R point estimate| Total of
of total line
figures
13 R reliability Auditor's
[jone751ded decision
estimate
[]two—sided
estimate
14 Ur Table 5
15 N. (N, = n,) —
\/Zl i iy 2 J@
n. i
i
16 | a O =0
17* | X-A lower limit
at given reli- @2 - @@
ability level
_____ ._—A
18%* X+A upper limit
at given reli- @2 + ib
ability level

—
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*If one-sided estimate, enter "not applicable" in line @) or @9, as

appropriate.




aj bj
Audited Book D;ffergnce L2 42 b4
Identification Value Value j - 73 ] 1 33

RATIO AND/OR DIFFERENCE ESTIMATION
Data Collection Sheet

Work Sheet 8
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Work Sheet 9

RATIO AND/OR DIFFERENCE ESTIMATION

Data Summary Sheet

Data from preliminary sampleE]

Data from total sample L]

LINE | NOTATION | DESCRIPTION SOURCE RESULT
1 E:bj Sum of sample book Work Sheet

values

Z:b.z Sum of squares of sample | Work Sheet

2 ;)

bock values
3 §:dj Sum of sample Work Sheet

differences
4 E:djz Sum of squares of Work Sheet

sample differences
5 E:bjd, Sum of cross products Work Sheet

J

6 (R-1) | Estimated ratio - 1.0 ®:0@
7 (ﬁ-l)2 C)squared
8 2 (R-1) (6) doubled
9 n Sample size Work Sheet 11
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RATIO ESTIMATION

Work Sheet 10

Estimated Standard Deviation

of Population Ratios

N N
- 2(R--1)>b.d.
s ] ]

2 A 2 2

}:?' + (R-1) z:b.

SR, = J 3
n—

J \, 1
From preliminary sample[]
From total sample
LINE NOTATION DESCRIPTION SOURCE RESULT
1 }:bjz Sum of squares of | Work Sheet 9
sample book values line(i)
2 §:§_2 Sum of squares of | Work Sheet 9,
] sample differences| line
A 2
3 (R-1) Work Sheet 9,
line
A
4 (R-l)zirhjz @=B
E:b d Sum of cross Work Sheet 9,
5 373 Products line
6 | 2(R-1) Work Sheet 9,
line
7 2(§—I)ijdj ®x®
2,,4 2
8 Zd. +(R-1)°) b.
P ; r@®-@
PR @+®
J ]
9 n Sample size
10 | n-1 ®- 1.0
11 Sk 2 ® =
J
12 S Estimated standard
R. . . - _
3 deviation of oop ‘/Qj

ulation of ratio

81



RATIO ESTIMATION

Determination of Sample Size

Work Sheet

11

SR UR N
Sample size with replacement = n' = J—A
]
Sample size without replacement = n = o
nl
+ =
1 N
LINE | NOTATION DESCRIPTION SOURCE RESULT
1 N Population size
2 SR Estimated standard Work Sheet 10,
j deviation of popula- line
tion of ratios
3 R Desired reliability Auditor's
one-sided estimate | decision
[ Jtwo-sided estimate
4 UR Reliability factor Table 5
5 A Desired precision Auditor's
decision
S U_ N .
| °xy Ox@x®:0
A
7 n' Sample size (with ()squared
replacement)
8 n'/N Adjustment factor @—@
'
9 |1+ /N 1.0 +(8)
10 | n Sample size (without (:)%C)
replacement)
11 final n Sample size with

safety factor
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RATIO ESTIMATION

Work Sheet 12

Evaluation of Sample Results

[%2 SR. N
A = J 1- n
- N
.\/n
LINE NOTATION DESCRIPTION SOURCE  RESULT
1 (ﬁ - 1) Estimated ratio - 1.0 Work Sheet 9,
line
2 |B Total book value client records
3D = (ﬁ - 1)B Estimated total C)){()
difference
4| =B+D Estimated total ()-PC)
audited value
5 |N Population size Work Sheet 11,
line(1l)
6 |R Desired reliability Auditor's
one-sided estimate decision
[ ]Jtwo-sided estimate
7 UR Reliability factor Table 5
8 R Estimated standard
3 deviation of popu- Work Sheet 10,
lation of ratios line
9 |n Sample size
10 /n Square root of sample -J()
size
11 {n/N  Sampling fraction @ —I—@
12 {1 - n/N 1.0 - @
13 |41 - n/N Finite correction \/@2
factor
14 |A Precision OxDx@x0 * @0
*15 ﬁ - A Lower precision limit (:)— i@
*16 Q + A “‘Upper precision limit <)+-@E

*If one-sided estimate, enter "not applicable" in 1line @3 or @@,
as appropriate.
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DIFFERENCE ESTIMATION

Work Sheet 13

Estimated Standard Deviation

of Population of Differences

Z(a.-aﬂ Zd.z - nd?
s = j _ j
Dj n -1 n-1

From preliminary rﬂ

sample

From total sample []

LINE NOTATION DESCRIPTION SOURCE RESULT
e
1 E:d. Sum of differences Work Sheet 9,
] line
2
) E:d. Sum of squares of
J differences quk Sheet 3,
ine
3 ﬁ Sample size
4 n-1 ®- 1.0
5 d Average difference (:)%C)
6 ()2 Square of average ():{()
difference
7 | nd’ ®@x®
8 Zdjz - nd’ @'@
2 2 =2
9 s Zd. - nd
D. .
] ) ®+®
n-1
10 S Estimated standard
Dj deviation of differ- \/()
ence population
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Work Sheet 14

DIFFERENCE ESTIMATION

Determination of Sample Size

S U, N 2
R. "R
Sample size with replacement = n' = u! x
Sample size without replacement = n = L
nl
+
1 N
LINE | NOTATION DESCRIPTICN ' SOURCE RESULT
1 N Population Size
2 | sg Estimated standard Work Sheet 13,
j deviation of population| line
of ratios ‘
3 R Desired reliability Auditor's
one-sided estimate decision
[ ]two-sided estimate
4 Ugr Reliability factor Table 5
5 A Desired precision Auditor's
decision
S U, N
6 R. R 4)+(5
3 Ox@x@:G
A
7 n' | Sample size (with squared
replacement)
8 [ n'/N Adjustment factor @—@
|}
9 |1+ "N 1.0 +(®
10 {n Sample size (without (:)%G@
replacement)
11 final n Sample size with
safety factor
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___....__.__.__1—51?-=
Yo

DIFFERENCE ESTIMATION

Evaluation of Samplec Results

Work Sheet 15

d.
A
precision; X = N _—Hl + B = point estimate of

population total

LINE NOTATION DESCRIPTION SOURCE RESULT
1 Population size
2 Reliability Auditor's
one-sided estimate decision
[ Jtwo-sided estimate
3 UR Reliability factor Table 5
4 n Sample size
s | vn o)
6 SD Estimated standard de- Work Sheet 13,
j viation of population line
of differences
7 S. U_N Precision_ (with re- X X z
Dj R placement)( C> C) C> <>
A/n
8 n Sampling fraction @—@
N
9 n
1 -5 1.0 -(8®
10 /l - % Finite correction -¢<]
factor
11 A Precision C)x @b
12 2:d. Sum of differences Work Sheet 9,
J lineC@
13 EZdj Average difference (@-&(}
n
14 d. Estimated total x
Nz;ﬁl =D difference CD QJ
15 B Book value Client's record
16 X Estimated total audited] @9 + @3
value
*17 X + A Upper precision limit @9 + CD
*18 X - A Lower precision limit @@ - C)
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*If one-sided estimate, enter "not applicable" in line (j
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Work Sheet 16

ATTRIBUTE SAMPLING
Summary Workshect

Description of Population:

Size of population:

Description of an occurrence:

Occurrence Type

12| 3} 4|56 7| 8}9|10]11

Auditor's decisions

a. Anticipated occurrence
rate

b. Specified upper
precision limit

c. Specified reliability
(confidence level)

Table reference (Table 1,
2 or 4)

d. Required sample size
Actual sample size
e. (Consider using
largest value on
line 4d)

Audit results

f. Number of occurrences
in sample

g. Actual upper precision
Iimit (Table 2 or 3)




APPENDIX B
TABLES

Contents

Use of Tables 1, 2 and 3

Table 1 Attribute Sampling - Determination of Sample Size -

Graphical Form
- Reliability level - 90%
- Reliability level - 95%
- Reliability level - 99%

Table 2 - Attribute Sampling - Determination of Sample Size -
Tabular Form

- Reliability level - 90%
- Reliability level - 95%
(99% table not available in Table 2 format)

Table 3 - Attribute Sampling - Evaluation of Sample Results at
Reliability levels of 90, 95 and 99% - Sample sizes of
25 through 400, in increments of 25

Table 4 - Discovery Sampling - Sample Size Determination and
Evaluation of Sample Results

2

Table 5 - Values of UR and UR



Use of Tables 1, 2 and 3

Tables 1, 2 and 3 are based on the binomial distribution, which

does not take into account the size of the population from which
the sample is selected. Whenever the auditor wishes to adjust the
tabled results to reflect the population size, the following pro-
cedure may be used:
Step 1 Subtract the sample occurence rate (SOR) from the
tabled

value of the upper precision limit (TUPL) [SOR =
number of sample occurences (NSO) + sample size]

Step 2 Multiply this number by the square root of: one
minus the sample size, n, divided by the population size, N

5

Step 3 Compute the adjusted upper precision limit (AUPL)
by adding the result of Step 2 to the sample occurence
rate (SOR)

The procedure is summarized by the following expression:

AUPL = SOR + (TUPL - SOR) _ [1 - 2

\ N
In general, this procedure will be worthwhile doing only

when the sample size exceeds 10% of the population size.

To facilitate choosing an appropriate sample size, the nec-
essary information is presented in both graphical and tabular
form. 1In using either form, the auditor specifies a desired
reliability level, an anticipated occurrence rate, and a desired

upper precision limit.

If he is using the graphical form (Table 1), the auditor se-
lects the graph covering the desired reliability level and follows
the curve corresponding to his anticipated occurrence rate down
until it intersects with the vertical line corresponding to his
desired upper precision limit. The horizontal line at which the

intersection occurs corresponds to the required sample size.
If he is using the tabular form (Table 2), the auditor selects
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the tabulation covering the desired reliability level, finds his
anticipated occurrence rate along the top row, then proceeds down
the corresponding column until he finds the desired upper precision
limit. Reading across the row to the left from this wvalue, he

will find the indicated sample size.

This table can also be used to evaluate the results of a
sample. When used for this purpose, the top row represents the
observed sample occurrence rate. The achieved upper precision
limit is found at the point where the column headed by the sample
occurrence rate intersects with the row corresponding to the
sample size.

Table 3 is also available for evaluating the results of the
sample. To use this table, the auditor locates the sample size,
the row corresponding to the number of observed occurrences, and
the column corresponding to the desired reliability. The indicated
number represents the upper precision limit at the specified relia-
bility level.

If the auditor uses the graphs to choose an appropriate sam-
ple size, there are no problems with interpolation. To avoid
interpolating sample results, sample sizes should be set at even
increments of 25 through 400. When this is not possible, the

following interpolation rules can be used:

1. Consult the table corresponding to next
lower tabled sample size n;. The upper
precision limit (LUPL) corresponding to
the observed number of occurrences is
larger than the achieved upper precision
limit.

2. Consult the table corresponding to next
higher tabled sample size, nyz. The upper
precision 1limit (SUPL) corresponding to
the observed number of occurrences is
smaller than the achieved upper precision
limit.
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3. Use linear interpolation:

n-n

UPL = LUPL -

ﬁ . (LUPL - SUPL)

H L

Tables 1 and 3 have been adapted from materials furnished by

The American Group of Certified Public Accountant Firms.
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Table 1

ATTRIBUTE SAMPLING - DETERMINATION OF SAMPLE SIZE-

Sample

Reliability Level - 90 Percent

GRAPHICAL FORM

Size Anticipated Rate of Occurrence

IQ% | 1z F%li’a ‘47 | §4. 2| B3
1) SR I ; I } f — g {1000
PR 1 1 H _
900 | | —1900
;t |
- SR 800
— - + — - -
700 - 700
r-— i —+ R
soof— - 4 600
500 L . 500
1 1 A . -
B - L _
400 , | 400
; — -]
. | - 1
|
i “ } I !
300 ‘ ; 300
R —
t t
‘ | N A 4
200 A | 200
R — : ’
N -

———‘+ —o—<‘» —l L—kA—»} -
100 H—— ] 100
B~ 15
S0f— - o — = = 50
Bl—— 1 b+ o] ﬁ» f -k 2
T T BN | u

1% 2% 3% 4% 5% &% 8 9% 1 Tz 13% 164

UPPER‘PRECISION LIMIT




Table 1

ATTRIBUTE SAMPLING - DETERMINATION OF SAMPLE SIZE-
GRAPHICAL FORM

Reliability Level - 95 Percent

Sample L.
Size Anticipated Rate of Occurrence
, ]
0z | 14 ' 22| 3z 44 |54 '8k |72 84 94 _
muoT - g \ ‘ B , 1000
900 || L |
i i 1l i | Tl TR e
soo. RIS WAN| gamy i ] S TN .-
ﬁfL | | ‘ 1 N | T 0
- — - i |- - 4 + + —+ -+ + L —
700 | L L ' .
_ B — — ] ‘ | 700
+— — - \I——— " — -+ ! -+ —t i %‘ ——t T
N S el i W | # X | | 600
g‘ : L i 7 L Jrﬁ f L W e :
500 - . ! ‘ | : ; 500
mm B - e n S ' -+
—— —i . — 1 ,,il,, _Fﬁ ; | !
. SR N | [ A S Ve
400 | T N U ¥ | [ ! 40
— — - l‘ \ - 7% - % -
- L_ L L i b )
| | | T B ! |
L N | . B
300—. ‘ — | ] 41_ *Tﬁ A‘Ti 300
3 UL W NN WA U -\
| N I, WA U YA N\ |\ 1
- L o] : o - | | = -
200 | N\ EEA VIR W | | 200
_T*+ . | ) . ) |
— - —r- —+ F Ny :
—_ - L — Iy —1—| — -1 - +— - I - — 4+ - — —
100 —— | [ ' ‘ ’ 100
; ‘
] e i ety - I
0 - T L,J_!l*%‘? = — = | | 50
25T L+ : S — S R ‘ ~ 25
LT T T T T EEERS RN
% 1% 3% 4% 57 5% 1% 87 37 W TE 1Z TE WE BF 16

UPPER PRECISION LIMIT
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Table 1

ATTRIBUTE SAMPLING - DETERMINATION OF SAMPLE SIZE-—
GRAPHICAL FORM

Reliability Level - 99 Percent

Sample L
Si Anticipated Rate of Occurrence
_Size = _
(02 | {2] 2% [3z| 4% |57 gz 72| B3 Tbé L 1
1000 . : -+ | 1000
i | ) W Y
900 , 900
800 * [ I Bm
100 —-— L1700
1 |
600 [ — — —+— 600
| ) '
| i o RN
500 i I 1 500
— - - — r E S N ,%_4'—
; H I J—
400 ' ; % ‘ L1400
- e S| WA - {t
300 | {300
| | — X I\ VA
L N N
200 - 1200
100 | [ ' 100
15 : 75
50 50
25 ; | 25
|
V=g % 3z 4% % % 1% 1% 3% WF 1F NF % WF BF Br’

UPPER PRECISION LIMIT
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Number of
rences

UPL*

RELIABILITY
90%

95%

Table 3
EVALUATION OF SAMPLE RESULTS

LEVEL
99%

SAMPLE
SIZE
25

s W H o Occur-

SAMPLE
SIZE
50

8.
14.
19.
24.
29.

4.
7.
10.
12.

80
69
91
80
47

50
56
30
88

11.29
17.61
23.10
28.17
32.96

5.82
9.14
12.06
14.78

16.82
23.75
29.59
34.88
39.79

8.80
12.55
15.77
18.72

oauv&lwhH O

SAMPLE
SIZE
75

15.
17.
20.
24.

3.
5.
6.
8.

35
76
11
69

02
09
94
69

17.38
19.88
22.32
27.02

3.92
6.17
8.16
10.01

21.50
24.15
26.71
31.61

5.96
8.53
10.74
12.78

10.
12.
13.
15.

38
02
62
20

11.79
13.51
15.18
16.82

14.70
16.55
18.34
20.08

NOINIA N BIWN O

=

SAMPLE
SIZE
100

16.
22.

2.
3.
5.
6.

75
78

28
83
23
56

18.42
24.63

2.95
4.66
6.16
7.57

21.77
28.25

4.50
6.45
8.14
9.70

7.
9.
10.
11.

83
08
29
49

8.92
10.23
11.50
12.75

11.17
12.58
13.95
15.29

WOV _IWNHO

12.
13.
10 14.
11 16.
15 20.

67
83
99
13
61

13.97
15.18
16.37
17.55
22.15

*Upper Precision Limit

16.59
17.87
19.13
20.37
25.18

SAMPLE
SIZE
125

SAMPLE
SIZE
150

Number of
rences

90%

UPL*
RELIABILITY

95%

LEVEL
99%

1.83
3.08
4.20
5.27

2.37
3.74
4.95
6.09

3.62
5.19
6.55
7.81

6.29
7.29
8.27
9.24

7.17
8.23
9.25
10.26

9.00
10.15
11.26
12.34

VNNV B™WN O Oooyr-

10.19
11.13
12.06
12.98

11.25
12.23
13.19
14.15

13.40
14.44
15.47
16.48

13.89 15.09 17.47
14.80 16.03 18.45

20.14

1.52
2.57
3.51
4.40

21.50

1.98
3.12
4.14
5.09

24.16

3.02
4.34
.49
.54

5.26
6.10
6.92
7.72

6.00
6.88
7.74
8.59

.54
.50
.44
.35

WO U &IWN O

o
o

8.52
9.31
10.09
10.86

"9.42
10.24
11.05
11.85

o
Hlo v o oy

.24
12.12
12.98
13.83

=
Ge W N

11.62
12.39
13.14
13.89

12.64
13.43
14.21
14.98

14.67
15.50
16.32
17.13

N
w Oy

14.64
19.79

15.75
21.02

17.94
23.42
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SAMPLE
SIZE
175

98

Table 3

EVALUATION OF SAMPLE RESULTS

Y4
(o]
548 UPL
g § g RELIABILITY LEVEL
289 908 95%  99%
0 1.31 1.70 2.6C
1 2.20 2.68 3.73
2 3.01 3.55 4.72
3 3.78 4.37 5.63
4 4,52 5.15 6.49
S 5.24 5.91 7.32
6 5.94 6.65 8.12
7 6.63 7.38 8.91
8 7.32 8.10 9.68
9 8.00 8.80 10.43
10 8.67 9.50 11.18
11 9.33 10.19 11.91
12 9.99 10.87 12.64
13 10.65 11.55 13.36
14 11.30 12.22 14.07
15 11.95 12.89 14.77
16  12.59 13.55 15.47
17 13.23 14.21 16.16
18 13.87 14.87 16.85
27 19.51 20.64 22.84

W
(o]
[CR )} UPL
g g 8 RELIABILITY LEVEL
E95 903 95%  99%
Z O M
campre O 1.14 1.49 2.28
STZE 1 1.93 2.35 3.27
200 2 2.64 3.11 4.14
3 3.31 3.83 4.93
4 3.6 4.52 5.69
5 4.59 5.18 6.42
6 5.21 5.83 7.13
7 5.82 6.47 7.82
8 6.42 7.10 8.50
9 7.0 7.72 9.16
10 7.60 8.33 9.82
11 8.18 8.94 10.46
12 8.76 9.54 11.10
13 9.34 10.14 11.73
14 9.91 10.73 12.36
15 10.48 11.31 12,98
16 11.04 11.90 13.59
17 11.61 12.48 14.20
18 12.17 13.05 14.81
19 12.73 13.63 15.41
20 13.28 14.20 16.01
21 13.84 14.77 16.60
30 18.75 19.79 21.82



Table 3

EVALUATION OF SAMPLE RESULTS

W Yy
o) (o]
- UPL Y1 UPL
0Y o U~ Q
Q350 RELIABILITY LEVEL 8 32 RELIABILITY LEVEL
g9 § 90%  95%  99% 586 90%  95%  99%
3AMPLE '28 1.02 1.32 2.03 SAMPLE .92 1.19 1.83
SIZE 1 1.72 2.09 2.91 SIZg 1 1.55 1.88 2.63
225 9 2.35 2.77 3.68 25 2 2.11 2.50 3.32
3 2.94 3.41 4.39 3 2.65 3.07 3.96
4 1.52 4.02 5.07 4 3.17 3.62 4.57
5 4.08 4.62 5.72 5 3.68 4.16 5.16
6 4.63 5.19 6.35 6 4.17 4.68 5.73
7 5.18 5.76 6.97 7 4.66 5.19 6.29
8 5.71 6.32 7.57 8 5.15 5.70 6.83
9 6.24 6.88 8.17 9 5.62 6.20 7.37
10 6.76 7.42 8.75 10 6.10 6.69 7.89
11 7.28 7.96 9.33 11 6.56 7.18 B8.42
12 7.80 8.50 9.90 12 7.03 7.66 8.93
13 8.31 9.03 10.46 13 7.49 8.14 9.44
14 8.82 9.56 11.02 14 7.95 8.62 9.95
15 9.33 10.08 11.58 15 8.41 9.09 10.45
16 9.83 10.60 12.12 16 8.86 9.506 10.94
17 10.34 11.12 12.67 17 9.32 10.03 11.43
18 10.84 11.63 13.21 18 9.77 10.49 11.92
19 11.33 12.14 13.75 19 10.22 10.95 12.41
20 11.83 12.65 14.28 20 10.66 11.41 12.89
21 12.32 13.16 14.81 21 11.11 11.87 13.37
22 12.82 13.67 15.34 22 11.55 12.33 13.85
23 13.31 14.17 15.87 23 12.00 12.78 14.33
34 18.63 19.60 21.50 24 12.44 13.23 14.80

25 12.88 13.69 15.27
26 13.32 14.14 15.74
38 18.52 19.44 21.23
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Table 3

EVALUATION OF SAMPLE RESULTS

uy W
) 0
H4 1w UPL Hoow UPL
VYO 04O
€ 5g RELIABILITY LEVEL 8 30 RELIABILITY LEVEL
é’ 8 8 90% 95% 99% 28 8 90% 95% 99%
SIZE 1 1.41 1.71 2.39 SIZE 1 1.29 1.57. 2.19
275 2 1.92 2.27 3.02 300 2 1.76 2.08 2.77
3 2.41 2.80 3.61 3 2.21 2.56 3.31
4 2.89 3.30 4.16 4 2,65 3.02 3.82
5 3.35 3.78 4.70 5 3.07 3.47 4.31
6 3.80 4.26 5.22 6 3.48 3.91 4.79
7 4.24 4.73 5.72 7 3.89 4.34 5.25
8 4.68 5.19 6.22 8 4.30 4.76 5.71
9 5.12 5.64 6.71 9 4.69 5.18 6.16
10 5.55 6.09 7.19 10 5.09 5.59 6.60
11 5.97 6.53 7.67 11 5.48 6.00 7.04
12 6.40 6.97 8.14 12 5.87 6.40 7.47
13 6.82 7.41 8.60 13 6.26 6.80 7.90
14 7.24 7.84 9.06 14 6.64 7.20 8.32
1>,  7.65 8.27 9.52 15 7.02 7.59 8.74
16 8.07 8.70 9.97 16 7.40 7.99 9.16
17 8.48 9.13 10.42 17 7.78 8.38 9.57
18 8.89 9.55 10.87 18 8.16 8.77 9.98
19 9.30 9.97 11.31 19 8.53 9.15 10.39
20 9.71 10.39 11.75 20 8.91 9.54 10.79
21 10.11 10.81 12.19 21 9.28 9.92 11.20
22 10.52 11.23 12.62 22 9.65 10.31 11.60
23  10.92 11.64 13.06 23 _10.02 10.69 12.00
24 11.32 12.05 13.49 24 10.39 11.07 12.39
25 11.73 12.47 13.92 25 10.76 11.44 12.79
26 12.13 12.88 14.35 26 11.13 11.82 13.18
27 12.53 13.28 14.77 27 11.50 12.20 13.57
28 12.92 13.69 15.20 28 11.86 12.57 13.96
42 18.42 19.30 21.00 29 12.23 12.95 14.35
30 12.59 13.32 14.74

31 12.96 13.69 15.13
45 17.98 18.81 20.42
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Table 3
EVALUATION OF SAMPLE RESULTS

" 5
o
G UPL wlowm UPL
O HQ
$5Y% RELIABILITY LEVEL 2 29 RELIABILITY LEVEL
EYS _90% 95% 993 500 90%  95%  99%
saMmpre - ¢ " . SAMPLE ¢
ST7E 0 .11 .92 1.41 ST7E 0 .66 .85 1.31
325 1 1.19 1.45 2.02 350 1 1.11 1.35 1.88
ya 1.63 1.92 2.56 2 1.51 1.79 2.38
3 2.04 2.37 3.06 3 190 2.20 2.84
4 2.44 2.79 3.53 4 2,27 2.60 3.28
5 2.83 3.21 3.98 5 2.63 2.98 3.70
6 3.22 3.61 4.42 6 2.99 3.36 4.11
7 3.60 4.01 4.85 7 3.34 3.72 4.51
8 3.97 4.40 5.28 8 3.69 4.09 4.91
9 4.346 4.78 5.69 9 4.03 4.44 5.29
10 4.70 5.16 6.10 10 4.37 4.80 5.67
11 5.06 5.54 6.51 11 4.70 5.15 6.05
12 5.42 5.91 6.90 12 5.04 5.50 6.42
13 5.78 6.28 7.30 13 5.37 5.84 6.79
14 6.13 6.65 7.69 14 5.70 6.18 7.15
15 6.49 7.02 8.08 15 6.03 6.52 7.51
16 6.84 7.38 8.46 16 6.36 6.86 7.87
17 7.19 7.74 8.85 17 6.68 7.20 8.23
18 7.54 8.10 9.23 18 7.00 7.53 8.58
19 7.88 8.46 9.60 19 7.33 7.86 8.93
20 8.23 8.82 9.98 20 7.65 8.20 9.28
21 8.58 9.17 10.35 21 7.97 8.53 9.63
22 8.92 9.52 10.72 22 8.29 8.85 9.97
23 9.26 9.88 11.09 23 8.61 9.18 10.32
24 9.60 10.23 11.46 24 8.92 9.51 10.66
25 9,94 10.58 11.83 25 9.24 9.83 11.00
26 10.28 10.93 12.19 26 9.56 10.16 11.34
27 10.62 11.27 12.55 27 9.87 10.48 11.68
28 10.96 11.62 12.92 28 10.19 10.80 12.01
29 11.30 11.97 13.28 29 %0.50 11.13 12.35
30 11.64 12.31 13.64 30 10.82 11.45 12.68
31 11.97 12.66 13.99 31 11.13 11.77 13.02
32 12.31 13.00 14.35 32 11.44 12.09 13.35
33 12.64 13.34 14.71 33 _11.75 12.40 13.68
49 17.93 18.73 20.27 34 12.06 12.72 14.01

35 12.37 13.04 14.34
36 12.68 13.36 14.67
53 17.89 18.66 20.14
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Table 3

EVALUATION OF SAMPLE RESULTS

U Yy
(o] (0]
51w UPL ORI UPL
QN QO [N ST ()]
=0 RELIABILITY LEVEL =3R4} RELIABILITY LEVEL
% O%  90% 953  99% g 9% 908 95%  99%
Z 0O N Z O H
0 .61 .80 1.22 0 .57 .75 1.14
SAMPLE 1 1.03 1.26 1.76 SAMPLE 1 .97 1.18 1.65
SIZE 2 1.41 1.67 2.22 SIZE 2 1.32 1.57 2.08
375 3 1.77 2.05 2.65 400 3 1.66 1.93 2.49
4  2.12 2.42 3.06 JA 1.99 2.27 2.87
S 2.46 2.78 3.46 5 2.31 2.61 3.24
6 2.79 3.13 3.84 6 2.62 2.94 3.60
7 3.12 3.48 4.22 7 2.92 3.26 3.95
8 3.44 3.82 4.58 8 3.23 3.58 4.30
9 3.76 4.15 4.94 9 3.53 3.89 4.64
10 4.08 4.48 5.30 10 3.83 4.20 4.97
11  4.39 4.81 5.65 11 4.12 4,51 5.30
12 4.70 5.13 6.00 12 4.41 4.82 5.63
13 5.01 5.45 6.34 13 4.70 5.12 5.95
14 5.32 5.77 6.68 14 4.99 5.42 6.27
15 5.63 6.09 7.02 15 5.28 5.72 6.59
16 5.94 6.41 7.35 16 5.57 6.01 6.90
17 6.24 6.72 7.69 17 5.85 6.31 7.21
18 6.54 7.03 8.02 18 6.14 6.60 7.52
19 6.84 7.35 8.35 19 6.42 6.89 7.83
20 7.14 7.66 8.67 20 6.70 7.18 8.1l4
21  7.44 7.96 9.00 21 6.98 7.47 8.44
22 7.74 8.27 9.32 22 7.26 7.76 8.75
23 8.04 8.58 9.64 23 7.5 8.05 9.05
24 8.34 8.88 9.96 24 7.82 8.33 9.35
25 8.63 9.19 10.28 25 8.10 8.62 9.65
26 8.93 9.49 10.60 26 8.38 8.90 9.95
27 9.22 9.79 10.91 27 8.65 9.19 10.25
28 9.52 10.09 11.23 28 8.93 9.47 10.54
29 9.81 10.39 11.54 29 9.20 9.75 10.84
30 10.10 10.69 11.86 30 9.48 10.03 11.13
31 10.39 10.99 12.17 31 9.75 10.32 11.42
32 10.69 11.29 12.48 32 10.03 10.60 11.71
33 10.98 11.59 12.79 33 10.30 10.88 12.01
34 11.27 11.89 13.10 34  10.57 11.15 12.30
35 11.56 12.18 13.41 35 10.84 11,43 12.59
36 11.85 12.48 13.71 36 11.12 11.71 12.87
37 12.14 12.77 14.02 37 11.39 11.99 13.16
38 12.43 13.07 14.33 38 11.66 12.27 13.45
57 17.85 18.59 20.01 39 11.93 12.54 13.74
40 12.20 12.82 14.02
41  12.47 13.09 14.31

[
o
(-
~

.54 18.25 19.62
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Table 4
SAMPLE SIZES FOR A ZERO EXPECTED OCCURRENCE RATE

Where no errors are found, the upper precision limit,
reliability and sample size can be determined by establishing two
of the three parameters in the following formula, and solving for

the unknown (desired) variable.

= _RE _
UPL
where
n = sample size
RF = reliability factor
UPL = upper precision limit

A table of reliability factors for this purpose is:

Reliability Reliability

Level RF Level RF
50% .7 86% 2.0
55% .8 88% 2.1
59% .9 89% 2.2
63% 1.0 90% 2.3
67% 1.1 91% 2.4
70% 1.2 92% 2.5
73% 1.3 93% 2.6
75% 1.4 94% 2.8
78% 1.5 95% 3.0
80% 1.6 96% 3.2
82% 1.7 97% 3.4
83% 1.8 98% 3.7
85% 1.9 99% 4.3
993+ 5.4

To illustrate the use of this table, suppose the auditor
desires an upper precision limit of 5% at a reliability of 95%,
and expects to observe no occurrences. The sample size would be
60, as follows:

3.0
.05

= 60
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If an auditor selected 100 sample items and found zero occur-
rences but could tolerate a 4% occurrence rate, he could evaluate

his achieved reliability at a 4% upper precison limit as follows:

100 = —RE
.04
CLF = 4.0

Looking at the table, he finds the closest entry smaller than
4.0 is 3.7, and the reliability is 98%. Notice that in using the
table in this way, you must always use the tabled factor equal to

or smaller than the computed factor.

This table may also be used as a discovery sampling table.
When used for this purpose, the interpretation of the symbols changes.
The "reliability level" becomes the "probability of discovery" and
the corresponding RF may be called the "discovery factor." The
upper precision limit, UPL, becomes the population occurrence rate
for which a desired probability of discovering an occurrence is

assessed.

To illustrate, suppose the auditor desires a 95% probability
of discovering a sample occurrence when the population occurrence
rate is 3%. In this case, he chooses a UPL equal to .03, RF = 3.0
corresponding to the 95% probability of discovery, and consequently

the required sample size is 100, since

]
[
(&)
o
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Percent
Desired
Reliability
R

70
75
80
85
90
95
99

Table 5

Values of U_ and UR2

R

One-Sided
Estimates
Square
Of The
Normal Normal
Deviate Devigte
UR UR
.52 .27
.67 .45
.84 .71
1.04 1.08
1.28 1.64
1.64 2.69
2.33 5.43

Two-Sided
Estimates
Square
Of The
Normal Normal
Deviate Deviate
UR UR2
1.04 1.08
1.15 1.32
1.28 1.64
1.44 2.07
1.64 2.69
1.96 3.84
2.58 6.66
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APPENDIX C

COMPUTER TIME-SHARING

Contents

Introduction

Example Data Table

Program for Random Number Generation (Program AAA)

Mean-Per-Unit Estimation - Determination of Sample
Size (Program BBB)

Mean-Per-Unit Estimation - Evaluation of Sample
Results (Program CCC)

Ratio and/or Difference Estimation - Determination
of Sample Size (Program DDD)

Ratio and/or Difference Estimation - Evaluation
of Sample Results (Program EEE)

106

Page
107

109

110

129

137

145

154



INTRODUCTION

Computer techniques have proven invaluable to users of sta-
tistical sampling. These techniques are of two general types:
(1) programs which perform statistical routines on files of ma-
chine readable data - for example, as part of a generalized audit
software program - and (2) computer time-sharing based programs

which generally deal with sample items only.

This section presents five time-sharing programs designed to
select and evaluate sample items using the mean-per-unit, ratio,
and difference methods described earlier in the volume. These
programs have been tested with two examples involving real data.
Programs for attribute estimation and stratified sampling are not
included. Attribute estimation generally does not require computer
assistance because of the availability of practical tables. Where
stratification is used, each stratum can be evaluated separately
with these programs and then combined manually, using the appropri-
ate forms included in the volume.

Readers should follow the procedures listed below to implement
these time-sharing programs in their practices:

1. Select a time-sharing vendor. Factors to
be considered are service, efficiency,
storage and operating cost. The system
selected must have sufficient capability
to handle large numerical amounts. Often
vendors will implement time-sharing programs
at no initial set-up charge. Many also offer
free training. Several articles have been
published in the Journal of Accountancy and
similar publications regarding the selection
of time-sharing vendors.

2. Review the program listings with the vendor
and agree on changes. Mark your copy with
all changes made.

3. After the vendor loads the program, produce
a listing and compare it to your copy.
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4. Run the program, using appropriate data from
"Example Data Table" examples included herein.
Compare results- they should agree with
examples.

5. Run programs with more extensive data of
your choosing. Make intentional errors.
Become familiar with the vendor's operating
system under various conditions. Become
comfortable with the program.

At this point you will be ready to use these programs in live
situations. As you do, there are several user caveats you should

always keep in mind:

1. It is possible for distorted time-sharing
transmission lines to result in erroneous
output. You should always re-dial whenever
you receive an unclear reception tone or
"garbage" printout.

2. The program may protect you against format
errors, but it cannot recognize erroneous
or invalid input data values. You should
always check input for accuracy. This is
easy to do because it is printed out for
your inspection.

3. You should also guard against accepting
results on blind faith. Always examine
them for overall reasonableness even
though input details may check out.

4. The Program for Random Number Generation uses
the vendor's random number generator. You
may want assurance from the vendor that his
random number generator has been tested for
randomness of the output.
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PROGRAM FOR RANDOM NUMBER GENERATION

I - Program Description and Operating Instructions

General Description

This program - designated "AAA" for purposes of this volume -
generates random numbers and allows the user to select one of the
following three output options:

Option 1 - Will produce RANDOM DAYS for a given
period.

Option 2 - Will produce RANDOM PAGE AND LINE
NUMBERS.

Option 3 - Will produce RANDOM DOCUMENT NUMBERS
FROM ONE POPULATION OF BROKEN SEQUENCES.

The program rejects duplications, which results in sampling
without replacement. Because of rejections, the number of samples
printed may vary slightly from the number requested. Excessive
samples may be reduced by eliminating the last items selected, as
indicated in the order of selection column. It is unlikely that
too few samples will be obtained. If this happens, the auditor
may either reduce the sample accordingly, or generate a few

additional numbers using the same parameters.

The maximum number of random numbers obtainable is approxi-
mately twelve hundred (1200).

All output from "AAA" is in a format for use as an audit
working paper. Transcribing the numbers obtained from this program
should be unnecessary. Note in Example 3 the use of a lined
acetate overlay and xerox machine to provide the basic checklist

for the audit procedures and to summarize the results for evalu-
ation.

Note that this program is designed so that a different set of
random numbers is generated even though the same input parameters
are given in successive applications.
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By eliminating instruction 100 RANDOM, the program may be

modified so that an identical set is always obtained.

OPTION 1 - Random days of the Year

Using Option 1, the auditor may generate random days from a fiscal
or calendar period of one to twelve months for one or more loca-
tions comprising a single population. He may exclude Sundays or
weekends from the sample. The program provides for leap years

when applicable.

Data Requirements

The user must furnish, via the keyboard, the following:
1. Number of random samples desired.

2. Number of months in the sample (1 to 12).

3. Number of locations in the same population.

4

. Days to be excluded (D)

Saturdays, Sundays (2)
Sundays only (1)
No excluded days (0)

5. For D= 2o0or D=1:

Month, day, and year of first Sunday in
the period.

For D = O:
Month, day and year the period begins.

Operating Instructions

The sample run (Example 1) illustrates the use of the program.
User input is underlined. Multiple input (samples, months,

locations - month, day, year) must be separated by commas.

Comments, Limitations, Uses

All periods must be calendar months. If a fiscal period

extends into 13 or 14 months (for example, a 53-week year
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from March 28, 1971 to April 1, 1972), the auditor may wish
to regard the extra days (March 28, 29, 30 and 31, 1971, and
April 1, 1972) as a separate population, or may devise some
method of establishing correspondence between random numbers

and the population, by using some other program.

OPTION 2 - Random Page and Line Numbers

Option 2 is a fast method of obtaining a sample if the population

is from a uniform listing (journal pages, inventory sheets, etc.).

112

Data Requirements

Data is supplied, via the keyboard, as follows:
1. Number of random samples desired.
2. Number of pages in the population,

3. Number of lines per page.

The sample run (Example 2) with user supplied information

underlined, illustrates the use of the program.

Extra numbers may have to be generated if the population

includes unused lines or pages.



II - Examples of Operation
Example 1

LOA AAA
READY
RUN

* AAA 20:06 09713773

THIS PROGRAM GENERATES YOUR CHOICE OF:

l...RANDOM DAYS OF THE YEAR

2...RANDOM PAGE AND LINE NUMBERS

3. . .RANDOM DOCUMENT NUMBERS FROM ONE POPULATION

OF BROKEN SEQUENCES

WHICH DO YUOU WANT OPTION 1, 2, OR 3 TO STOP PRESS ESCAPE KEY?
HOW MANY SAMPLES, MONTHS, LOCATIONS? 10, 2, 2
EXCLUDE WHICH DAYS:
SATURDAYS AND SUNDAYS

SUNDAYS ONLY
NO EXCLUDED DAYS? _2

1
0

e

ENTER THE MONTH, DAY, YEAR OF THE FIRST SUNDAY IN THE PERIOD? I,

THANK YOU

RANDOM
ORDER MONTH DAY

LOCATION #1

11 1 4

1 2 8
4 2 21
7 2 25

2,

72
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Example 1, contd.

LOCATION #2

5 l 6

9 1 10

3 1 i2

8 2 2

10 2 15

2 2 22
RANDOM NUMBERS PRINTED - - - 10
TOTAL POPULATION - - - 84

OPTION 1, 2, OR 3 TO STOP PRESS ESCAPE KEY?
NOW AT 260

READY
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Examgle 2

RUN

Svnmpe—

AAA 20:11

09713773

THIS PROGRAM GENERATES YOUR CHOICE OF:

l...RANDOM DAYS OF THE YEAR

2...RANDOM PAGE AND LINE NUMBERS

3.« «RANDOM DOCUMENT NUMBERS FROM ONE POPULATION
OF BROKEN SEQUENCES

WHICH DO YOU WANT OPTION I, 2, OR 3 TO STOP PRESS ESCAPE KEY?

HOW MANY SAMPLES, PAGES, LINES PER PAGE? 10,

10,

10

THANK YOU
ORDER PAGE & LINE

1 1 7

9 1 8

4 l 10

5 2 10

6 3 1

3 4 3

2 5 3

8 10 3
RANDOM NUMBERS PRINTED - - - 8
TOTAL POPULATION - - - 100
OPTION 1, 2, OR 3 TO STOP PRESS ESCAPE KEY?
NOW AT 260
READY
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Example 3

Example of using an acetate overlay and xerox machine to

provide an audit working paper from the output to the program.

ORDELR OF PAGE LINE
SELECTION NUMBER  NUMBER Audit Tes omme NEe
2\ #HL |3 | FY (H5
6 3 6 w " hn % 1%
10 3 J n | a D Missing Vovyeher
1 4 < W | w AN lw [w
4 S wilw [ 1 {w |n
=TT 7 ) W lw |w w | # 4 NeT APPLICABLE
U 7 Wl nlw [w w“
3 9 S Mlwlwnliw IX]| see wP F-a
7 g v w |l 9 " n n
2 10 2 wivwiw Iw |w
3 10 9) W “ [V “ “
g [0 8 wilw [w [ ™~
, Total ExcxptionNs ol © I | ol1{
!semFlg €/2 & b Yol i
FANDOM NUMBERS PRINTED = - - - 11
TOTAL POPULATION - - - 100
OPTION 1,2,3,4, OR STOP? _STQP

PROGRAM HALTED
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OPTION 3 - Random Document Numbers From One
pPopulation of Broken Sequences

This program option is a most useful random sample selector. Ran-
dom numbers are generated from the number of items in the popula-
tion and made to correspond to the serial number in the population.
Input is by keyboard or by data file. If a large number of se-
quences 1is included, preparation and use of a data file greatly

reduces terminal time.

Data Requirements

The user must furnish:
1. The number of random numbers desired.
2. The number of groups of numbers in the population.

3. For each group, the lowest and highest number.

For Large Numbers of Sequences

Prepare a tape "offline" in data file format. The data
required is listed above. Example 4A illustrates the steps.
In this example, the user requested a selection of 80 items
from a population of 367 sequences. Accordingly, the first
data item is 80 (number of samples), the second is 367
(number of groups of sequences) and the remaining items are
the lowest and highest numbers in each of the 367 groups.

When the tape has been completed, call the time-sharing ser-
vice, name the data file, load the tape and "save" the file.
Call AAA and run the program. The computer will ask for the
data file name, which must be entered via the keyboard. The
program will then be executed with no further user-supplied

information.

For Small Numbers of Sequences

Example 5E illustrates the input via keyboard. User-supplied

information is underlined.
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Program Error Messages

Excessive or insufficient data in the data file will cause
the program to disregard the file, after printing an appro-
priate message. (Examples 5A and 5B demonstrate these errors.)
The data file should be corrected before execution is at-
tempted. If the second number of a set of numbers is smaller
than the first, the program will request a correction (see
Example 5C). Example 5D shows o0ld file before correction
(see line 30). If the error is due to an omitted number,
enter "STOP" and correct the data file; if not, enter the
corrected values. Example 5D shows old file before correc-
tion (see line 30). The transposition of numbers caused the
error message shown on Example 5C. The keyboard input

replaced the incorrect values.
Keyboard input will likewise be tested by the program. If

the second number of the pair is less than the first, the

user will be asked for corrected values (see Example 5E).
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Example 4A

OFFLINE TAPE PREPARATIONs«..

ACCESS THE SYSTEM...'

lPOADING THE DATA FILE...'

TAPE NN DATA |
READ PAPER TAPE

TP ON

100 80, 367
110 101, 99999
120 101, 99999
130 101, 99999
140 101, 99999
150 101, 99999
160 101, 99999

THIS FILE ACTUALLY CONTAINS 367 DIFFERENT SEQUENCES

3730 101, 99999
3740 101, 99999
3750 101, 99999
3760 101, 99999
3770 101, 99999

FILE DATA 1| SAVED

IND OF PAPER TAPE INPUT
READY
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Example 4A, contd.

SAVING THE FILEs..

SAVE DATA |
FILE DATA | SAVED
READY

CALLING THE PROGRAMe...

-LOA AAA
READY
BN
AAA 201341 09713773
THIS PROGRAM GENERATES YOUR CHOICE OF:
l...RANDOM DAYS OF THE YEAR
2...RANDOM PAGE AND LINE NUMBERS
3...RANDOM DOCUMENT NUMBERS FROM ONE POPULATION
OF BROKEN SEQUENCES

WHICH DO YOU WANT OPTION 1, 2, OR 3 TO STOP PRESS ESCAPE KEY?_3

1S THE INPUT STORED IN A DATA FILE? YES
INTER THE DATA FILE NAME? _DATA |

THANK YOU
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Example 4B - Output

ORDER DOCUMENT

GROUP # 2 101 - 99999
56 34729
GROUP # 20 101 - 99999
17 47860
GROUP # 27 101 - 99999
35 45726

~_ _

GROUP # 365 101 - 99999

27 34616

47 94515

GROUP # 367 101 - 99999

57 73641

RANDOM NUMBERS PRINTED - - - 80
TOTAL POPULATION - - = 36662933

PURGE FILE TEST 1

OPTION 1, 2, OR 3 TO STOP PRESS ESCAPE KEY? _ @
NOW AT 260

READY
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Example 5 - Examples of System Messages

IS THE INPUT STORED IN A DATA FILE? _YES

INTER THE DATA FILE NAME? DATA 2

INSUFFICIENT DATA IN FILE DATA 2. CHECK YOUR PARAMETERS.
OPTION 1, 2, OR 3 TO STOP PRESS ESCAPE KEY? @

NOW AT 260

RUN

1S THE INPUT STORED IN A DATA FILE? YES
INTER THE DATA FILE NAME? DATA |
DATA IN FILE DATA 1 NOT EXHAUSTED. CHECK YOUR PARAMETERS.

OPTION 1, 2, OR 3 TO STOP PRESS ESCAPE KEY? @

1S THE INPUT STORED IN A DATA FILE? _YES
INTER THE DATA FILE NAME? DATA 3

GROUP 17 BEGINNING - ENDING 420 240 CORRECTION PLEASE
240,420

OLD DATA 3
READY
EDI LIS

500, 50,345,876,234,987,5758,8654, 345,876, 123,321,987,1098, 345,987
23,54,65,78,45,65,45,98,123,543,234,765,345,876,143,987,456,876
420,240
1,10,9876,10987,234,654,1,7,4,10,236,873,109987,109999,23,65,1,10
2,12,13,15,876,987,456,789,101,202,303,404,123,345,876,921,2,8
1,4,3,8,10,20,43,65,20,30,76,85,1001,1901,5000, 6000,87,98
240,420,1,10,2,23,4,45,6,61,3,79

388EEBS

IS THE INPUT STORED IN A DATA FILE? NO
HOW MANY SAMPLES, HOW MANY GROUPS? _10,2

FOR GROUP ENTER LOWEST AND HIGHEST NUMBER

# 1 10,9
FPLEASE CORRECT 10,90
2 100,180



III - Program Listing

97.

98,

Q9,

100.
101.
lo2.
180,
160,
170‘
1R0,
190,
200,
210,
230,
240,
2wn,
251,
260,
290,
295,
310.
350.
360,
640,
650,
660.
670,
680,
690,
700,
710,
720,
730,
740,
750,
TR0,
770,
780,
790,
ROO,
a1o0,
820.
830.
R40,
AR0,
R60.
870,
ag0.
A90,
900,
910.
970.
930.
935,

RFMit#u#tPROGRAM AAA 9/20/74
REM#u###PRFE|IMINARY PROCESSING
QEMERBREPROGRAM CONSTANTS

RANDOM

LFT x9=180n0

LET x0=X9+1

PRINT

PRINTHTHIS PROGRAM GENERATES YOUR CHOICE OF:n
PRINT

PRINTMH l...RANDOM DAYS OF THE YEAR"

PRINTH 20« RANDOM PAGE AND LINE NUMBERS"
PRINTH 3..RANDOM DOCUMENT NUMRERS FROM ONE POPULATION®
PRINTH 0OF RROKEN SEQUENCESH

PRINT

PRINT"WHICH DO YOU WANT ®3

PRINT MOPTION le 29 OR 393

PRINT " TO STOP PRFSS ESCAPE KEY®"3$

TMPUT N7

IF N7>3 THEN 240

IF N7<] THFN 240

PRINT

ON N7 GO TO 940+1510+650

REMu###a#0PTION THREE-PHASF 1 (DATA FILE INPUT SECTION)
DIM X (2+1500)9S(1500)9sRB(1500)¢J(366)9sA(12)

PRINT

PRINTW"IS THE INPUT STORED IN A DATA FILE"}

INPUT G¥%¥

IF G& =nNO" THEN 1630

PRINT

PRINT"ENTFR THE DATA FILE NAME"W}

INPUT F$

PRINT

FILF #1 = F&

TNPUT #14N1+S
S1=S

FOR = 1 TO S

INPUT #1,R(L)eS(L)

IF R(L)<>0 THEN 810

PRINTUWINSUFFICIENT DATA IN FILE “3F%Ss3v , CHECK YOUR PARAMETERS.™
GO0 TN 2Ra0

IF S(L)=R(L)>=0 THFN 860

PRINTMUGROUP "3L 3" REGINNING = ENDING #3B(L)3S(L)3
PRINT" CORRFCTION PLEASE ©

INPUT R(L)eSI(L)

PRINT
S(L)=S(L)=R(L)+1
0=0+S (L)

NFXT L

IF FND #]1 THFN 1790

PRINTUDATA IN FILE "3F§s" NOT EXHAUSTED. CHECK YOUR PARAMETERS,'
GO TO 2R6EN

HE 3.3 2 X223

SHMHHY HUUH HHUY

REM####20PTION ONE=PHASE 1
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940,

950,

960,

970,

980,

995,

1000,
1010,
1020,
1030,
1040,
1050,
1060,
1070,
1080,
1090,
1100.
1110,
1120.
1130.
1140,
1150,
1160.
1170,
1180,
1190,
1200,
1210.
1220,
1230,
1240,
1?250.
1260,
1270,
1280,
12909,
1300,
1310,
1320,
1330,
1340,
1350,
1360.
1370,
1380,
1390,
1400,
1410,
1420,
1430,
1440,
1450,
1460,
1470,

124

PRINT
PRINT"HOW MANY SAMP|L ESyMONTHSoLOCATIONS"S
INPUT N14MByL8R
PRINT
PRINT"EXCLUDE WwHICH DAYS:"
PRINT
PRINT # 2
PRINT 1
PRINT » 0
INPUT X&
PRINT
NS=29
IF X8<>0 THFN 1110
PRINTHUENTER THE MONTH.DAY.YEAR THF PERIOD BEGINS'3
INPUT MB4N6+Y8
IF De<>] THEN 1070
0 TOH 1140
PRINTHUFNTFR THE MONTHsDAYsYEAR OF THE FIRST SUNDAY IN THE PERIOD!S
INPUT MG eX64Y8
IF X6>7 THEN 1110
IF M&<=2 THFN 1160
YR=YR+]
IF Y2/4=INT(YR/4)THFN 1180
ng=28
PRINT
TF X8 = 1 THEN 1250
IF X&= 0 THEN 1250
IF XA=1 THEN 1240
YS=X6h=1
GO Tn 1250
Ys=17
FOR | =1 TO (M5-=1)
RFAD A(L) +sDE
NEXT L
FOR 1 =1 TO M8
= L=)
READ A(L)«S(L)
IF S(L)>0 THEN 1330
S(L)=n5S
S(L)Y=S (M) +S (L)
Q09=S (1)
NFXT L
N=0
FOR I =1 TO Q9
IF L<>YS THFN 1410
YS=YS5+7
GO TN 1460
IF L<>X6 THEN 1440
X6=X6+T
GO TO 1460
N=N=+1]
J(N) =L
NFXT L
09=N

SATURDAYS AND SUNDAYSY
SUNDAYS ONLYM
NO FXCLUDED DAYSH3



1480, O=N#|_R

1490, S=S1=12

1500, GN Tn 1790

1505, RFEMu#a##0PTION TWO-PHASE 1

1810, PRINT

1520, PRINTUHOW MANY SAMPLESsPAGESsLINES PER PAGE"}

1530, INPUT N14+Ss09

1832, IF 00<2 THFN 1545

1533, IF 02<10000 THEN1S541

1541, IF S<1 THEN 1545

1542, IF S<X0 THEN 1550

15845, GOSUR 34R0

1546, GO TN 1510

1550, S1=S

1560, 0=s%*09

1870, FOR L= 1 TO S

1580, S(L)=09

1590, R(L)=

1600, NFXT L

1610, PRINT

1620, GO T0 1790

1625, RFMu#a##80PTION THREE=-PHASE 2 (INTERACTIVE INPUT SECTION)
1630, PRINT

1640, PRINTUHOW MANY SAMPLES,HOW MANY GROUPS"3

1650, INPUT N1eS

1660, S1=S

1670, PRINT

1680, PRINTWFOR GROUP ENTER LOWEST AND HIGHEST NUMBERM
1690, FOR 1.=1 TO S

1700, PRINTHY #N3L,

1710, INPUT B(L)oS(L)

1720, IF S(L)=B(L)>=0 THEN 1750

1730, PRINT %“PLEASE CORRECT"}

1740, G0 To 1710

1750, S(LY=S(L)=R(L)+1

1760, 0=0+S (L)

1770, NEXT L

1780. PRINT

1790. PRINT "THANK YOU"

1795. REM##2##0PTION THREE=PHASE 3 (SAMPLE GENERATION SECTION)
1800, PRINT

1810, PRINT

1820, IF N1<O THEN 1845

1830, PRINTHWSAMPLE SIZE EXCEEDS POPULATION"

1R4n, 60 T0 2R60

1845, LET M4=N]

1850, N1=N1#(1+(N1/0))

1882, IF N1<1 THEN 1855

1853, IF N1<X0 THEN 1860

1855, PRINT "FOR THIS PROBLEMy THE ORIGINAL SAMPLE SIZE IS"$M43n, THE®
1856. PRINT H“POPULATION SIZE IS 303", THIS RESULTS IN A DERIVED FUNCTION"
1”57, PRINT “OF “3IN13" WHICH IS GREATER THAN "iX93"ee THE PRESENT LIMIT."
1858, GOSUR 3480

1859, GO Tn 2R60
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1860, FOR T=1 TO N)

1870, X(1eT)=INT ((O#RND) +1)

1880, X(2¢1)=1]

1”90, NEXT 1

1R9&, REM#u##20PTION THREE=-PHASF 4 (SHELL SORT SECTION)
1900, D=R191

1910, FOR K=1 T0 12

1920, ND=(D=1)/7

193n, FOR T = D+1 TO N1

1940, T=X{1,1)

1950, T?2 =X(2,7)

1960, J =7

1970, J = J=D

19R0, IF J>=1 THEN 2010

1990, J = J+D

2000. GO To 2050

2010, IF T>=X(14J)}THEN 20R0

2020, X(1ed+D)=X(1eJ)

2030, X(2¢J+¢D)=X(20J)

2040, GO TC 1970

2050, X()oJ)=T

2060, X(PeJ)=T2

2070, GOTO 2100

2080, X(lede+D)=T

2090, X(2¢J4D)=T2

2100, NFXT 1

2110, NEXT K

2120, D =K =T=T2=J =0

2130, JIX(1gN1+1))=J(X(2eN1+1))=10ET
2140, 1 =1

2150, H =

2160, GOSUR 3010

2170, ON N7 GO TO 2180424702470
2175, RFMun#a#OPTION ONE~-=-PHASE 2
2180, FOR H = 1 TO L8

2190, IF Bf <55 THEN 2220

2200, GOSUR 3010

2210, GO TN 2240

2220, IF H9 = 0 THEN 2240

2230. GOSuURrR 3200

2240, FOR It =1 TO M8

2250, MO =A (L)

2260, M = L-]

2270, K=X(1eI)=((INT((X(1sI)=1)/09))%09)
2280, IF J(K)>S (L) THEN 2440
2290, K = X(leI)=((INT((X(1sI)=1)/09))%#09)
2300, IF J(K)>S(L) THEN 2420
2310, GOSUP 3340

2320, PRINT USING 930eX(2eI)9sMIeJ(K)=S(M)
2340, BR = BB+1

2350. IF BR<T70 THEN 2370

2360, GOSUR 3010

2370‘ NG =N9*1
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23R0,
2390,
2400,
2410,
2420,
2430,
2440,
2450,
2460,
2465,
2470,
2480,
2490,
2500,
’510,
2520,
2530,
2540,
25510,
2560,
2570,
2580,
2590,
2600,
2hl0,
2620,
2630,
2h40,
2650,
2660,
2670,
2680,
2690,
2700,
2710,
2720.
2730.
2740,
2750,
2760.
2770,
27R0,
2790,
2800.
2810,
2R20,
2830,
2840,
2850,
2860,
2870,
2880,
2890,
2900,

T = T+]

IF I>N1 THEN 2730

IF X(1leI)>H#09 THFN 2450

GO Tn 27290

PRINT

R8 = RBRA+1

NFXT L

NEXT H

GO TO 2730

REM#ER###QPTION TwWD AND THREE

X(1eM1+1)=X(29N1+1)=10F7

PRINT
FOR L=1 T0 S1

T1=T1+S(L)

IF X(1+1)>T1 THEN 2720

IF BR <60 THEN 2540

GOosuUP 3010

IF N7 = 2 THEN 2590

PRINTUGROUP #n3LsR(L)3n=n3S(L)+B(L)=1

PRINT

RR = R8+2

TF X(1sT)>T1 THEN 2700

GOSUA 3340

IF N7 = 3 THEN 2630

PRINT USING 930X (2¢IV el oeX(1eI)+B(L)=(T1=S(L))~-1
GO TO 2640

PRINT USING 9209 X(2eI) o X(1oI)+RB(L)=(T1=S(L))=1

RR=R8+1
NG = NG + 1]
I=T7+1

IF RR<70 THEN 2650

GOSU” 3010

GO TN 2580

PRINT

R8 = R8+1

NEXT L

PRINT

PRINT

PRINT

PRINT "RANDOM NUMBERS PRINTED = = = =1}§N9
PRINT

PRINTHTOTAL POPULATION = = =130
IF G% = WYFS" THEN 2810

GO Tn 2860

PRINT

PRINT

PRINTWPURGE FILE "F$
PRINT

PRINT

MAT X= 7FR

FOR 1 =1 T0 S1

R(L)=S(L)=0

NEXT L
FOR L= 1 TO 366
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2910,
2920,
2930,
2940,
2950,
2960,
2965,
2970,
29R0.
2990,
3000,
3005,
3010,
3020,
3030,
3040,
3160,
3170,
31R0,
3190,
3191,
3195,
3700,
3210,
3220,
3230,
3240,
3250,
3260.
3270,
3780,
3290,
3300,
33ln,
3320,
333n,
333%,
3340,
3350,
3360,
3370,
3380.
3399,
3400.
3410.
3420,
3430,
3440,
3450,
3460,
3470,
3480,
3490,
3500,
3s1n,
3520,
3530,
3540,
9994,
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J(L)=n

NEXT L
N7=0=n]1=M8=S=S1=Tl=I=11=NG=0

RR = N9 = L8 = H9 = 0

RFSTNRE

PRINT

FILE

GO TO 250

NATA 19¢3192009393194693095¢31964¢3047931+8,31
NATA 9430+1093191193091263191031929093931+4430
NDATA 59310503097 9319893199¢30910¢31411430
RFEM#####SLIRROUTINF ONF=ENTRY POINT A

FOR 6 = 1 TO A

PRINT

NFXT MA

RR = 0

PRINT

RR = 6

ON N7 GO TO 319049327043300

PRINT HRANDOMM

PRINT® ORDER MONTH DAY®
RFMeaa22QURROUTINE ONF-ENTRY POINT R

PRINT

IF LR = 1 THEN 33720

RR = RB+2

PRINT

PRINTHLOCATION #"H
PRINT

60 TO 3320

PRINT "“ORDER PAGE & LINE®™
PRINT

G0 To 3320

PRINT MORPER DOCUMENTH
PRINT

AR = RA+3

RETUPN

RFvauaa#SURROUTINF TwO

TF X(1eT+1)<>X(19T) THEN 3400
I1=T1+1

IF X(2s1)<X(2+1+1) THFN 3390
Al = X(2e1+1)

G0 TO 3400

Al = X(2s1)

IF 11 = 0 THEN 3460

IF X(1eI+1)<>X(191) THEN 3440
I = T+1

GO Tn 3340

X(2,7)=a1

11=0

RFTUPN

REM####4#SURROUTINE THREE
PRINT

PRINT "a###YOU HAVE JUST ENTERED SPECIFICATIONS WHICH"
PRINT n##sTF FXECUTED WOULD REQUIRE WORK BREYOND THE"

PRINT “###CAPACITY OF THIS PROGRAM TO PERFORM.
PRINT "#2#RECHECK YOUR ANSWER AND TRY AGAIN."
PRINT

RFTURN

END

PLEASFn



MEAN-PER-UNIT ESTIMATION - PROGRAM FOR
DETERMINATION OF SAMPLE SIZE

I - Program Description and Operating Instructions

General Description

This program - designated "BBB" for purposes of this volume -
is a computational program designed to determine sample size
where a statistical evaluation is to be made using mean-per-unit
estimation without stratification. The program makes requests for
two options:

Option 1 - The PRELIMINARY SAMPLE option - whether the details
of a preliminary sample will be entered - is
answered yes Or no.

Option 2 - The ESTIMATE TYPE option - whether the estimate
to be made from the sample is one-sided or two-sided
- is answered 1 or 2. If some other number is
entered, an error message and request for re-entry
will result.

Inputs Required
The following inputs are required for all options:

1. Desired reliability percentage - 70, 75, 80, 85, 90,
95, and 99 (entered as whole numbers) are acceptable.
Any other number will produce an error message and
request for re-entry.

2. Desired precision - entered as an amount. Any number
of decimal places is acceptable, but precision is
usually in whole dollars.

3. Total population size - (not to be confused with
preliminary sample size).

Where a preliminary sample is specified, additional inputs

are:
1. Size of preliminary sample.

2. Sample details - these are entered as DATA statements,
using lines 1 through 999. Follow the instructions
contained in the program listing. If an error is made
in the data statement, merely correct the offending
item and rerun the program.
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Where no preliminary sample is specified, an estimate of

the population variance <§X 2:) must be entered.
]

Outputs Produced

1. Computed sample size - given as a whole number.

2. When preliminary sample details are entered, two
additional outputs are produced:

a. Preliminary sample statistics: mean, variance, and
standard deviation.

b. Supplementary information: sum of the sample
items and sum of the squares of the sample items.

IT - Examples of Operation

Example 1 - Sample details (audited values from Example Data
Table) are entered with the following data:

Reliability - 90%

Precision - * 50,000

Population size - 10,000
A two-sided estimate is desired.
Example 2 - Sample totals are entered with the same data as used
in Example 1.
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Example 1
, 200 170 180

1 DATA 100 , 150 , , , 172, 302 , 715, 312 , 101
2 DATA 89 , 126 , 201 , 198 , 166 , 400 , 112 ,'8 , 88 , 310

» ]
3E23$A 260 , 1127, 70 , 113 , 156 , 244 , 150 , 198 , 116 , 200

BBB 19:26 095/19/174

THIS PROGRAM IS USED TO DETERMINE SAMPLE SIZE FOR MEAN PER UNIT
ESTIMATES WHERE STRATIFICATION IS NOT USED,

IS THERE A PRELIMINARY SAMPLE (ENTER YES OR NO)

?2YES

WHAT IS THE SIZE OF THE PRELIMINARY SAMPLE
230

IS THIS A ONE-SIDED ESTIMATE OR A TWO-SIDED ESTIMATE
ENTER 1 OR 2
72

WHAT RELIABILITY PERCENTAGE 1S DESIRED (EXAMPLE 950)
790

WHAT PRECISION (AMOUNT) IS DESIRED
750000

ENTER TOTAL POPULATION SIZE
210000

HAVE PRELIMINARY SAMPLE ITEMS BEEN STORED IN DATA
STATEMENTS (YES OR NO)?YES

THE PRELIMINARY SAMPLE STATISTICS ARE:

MEAN 191,97
VARIANCE 16747,
STANDARD DEVIATION 129,41

THE SAMPLE SIZE FOR A TWO-SIDED MEAN PER UNIT ESTIMATE WITH
A RELIABILITY OF ©SO0Z AND A PRECISION OF PLUS AND MINUS $ 50000
1S 1527,

SuM OF X 5759
SUM OF X SAR 1591213

PROGRAM COMPLETE
NOW AT 2880

SRU’S:0.5
READY
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Example 2

RUN

BBB 19:29 095/15/74

THIS PROGRAM IS USED TO DETERMINE SAMPLE SIZE FOR MEAN PER UNIT
ESTIMATES WHERE STRATIFICATION 1S NOT USED,

IS THERE A PRELIMINARY SAMPLE (ENTER YES OR NO)

N0

IS THIS A ONE-SIDED ESTIMATE OR A TWO~SIDED ESTIMATE

ENTER 1 OR 2

?2

WHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE 50)
790

WHAT PRECISION (AMOUNT) 1S DESIRED
250000

ENTER TOTAL POPULATION SIZE
710000

ENTER THE ESTIMATED STATISTICAL VARIANCE OF THE POPULATION?16747
THE SAMPLE SIZE FOR A TWO-SIDED MEAN PER UNIT ESTIMATE WITH

A RELIABILITY OF 9S0Z AND A PRECISION OF PLUS AND MINUS $ 50000
IS 1527,

PROGRAM COMPLETE
NOW AT 2880

SRUS:0,2
READY
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ITI - Program Listing

10l0.
1020,
1030,
1040,
1060,
1060,
1070,
10RO,
1090,
1100,
111n,
1120,
1130,
1140,
1150,
1160,
1170,
118n,
1190,
1200,
1210.
1220,
1230,
1240,
1250.
1260,
1270.
1280,
1290,
130n,
1310,
1320,
133n.
1340,
1350,
1360,
1370,
1380,
1390,
1400.
1410,
1420,
1430,
l440,
1450,
1460,
1470.
1480,
1490,
1500,
1510,
1520,
1530,
1540,

RFM#R#PROGRAM RBR###MARCH=12-T74
PRINT nTHIS PROGRAM IS USFD TO DETERMINE SAMPLE SIZF FOR MEAN PFR UNITn
PPTINT WFSTIMATES WHFRE STRATIFICATION IS NOT USED,"
PRTNT
PRTNT
PRINT 1S THFRE A PRELIMINARY SAMPLE (ENTEXR YES OR NO)®
TNHFUT QF
PRINT
IF Q%=vNO" GOTO 1130
PRINT nwHAT IS THF SIZE OF THE PRELIMINARY SAMPLEMN
INPUT NO
PRINT
PRINT IS THIS A ONF-SIDED FSTIMATE OR A TwO=SIDEND ESTIMATE"
PRINT "FNTFR 1 OR 2w
INPUT T
DRPIMT
IF T=1 GOTO 1210
1F T=2 GOTO 1210
PRINT wFRPDOR, ENTER AGAIN®
GOTN 1180
PRTNT wwHAT RELIARILITY PERCENTAGE IS DESIRED (EXAMPLE 90)"
INPUT R
PRYNT
IF T=1 GOTO 1370
IF T=2 GOTO 1620
PRINT "WHAT PRFCISION (AMOUNT) IS DESIRED®
INPUT A
PRTNT
PRINTUFNTER TOTAL POPULATION SIZEn
INFUT N2
PRTINT
IF Q%=wYESH GOTO 2080
PRINT WFNTER THE FSTIMATED STATISTICAL VARIANCE OF THE POPULATION®{
TNPUT &7
50TO JR7T0
RFi4 TARLF FOR ONE-SIDEN U VALUES
IF R=70 GOTO 1470
IF R=7S GOTO 1490
IF R=R0N GOTO 1510
IF R=AS GOTO 1530
IF R=90 GNTO 1K850
IF R=98 GOTO 1570
IF R =99 GNTO 1590
PRINT wVALUF OF RELTABILITY PERCENTAGE NOT ACCEPTARLEM™
PRINT U“FNTER NEW VALUE"
50T0 1220
=.52
GNTO 17260
U=,67
GOTO 1260
tI=, 84
GOTO 1260
=1,04
GOTO 1260
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1850,
1560,
1570,
1580,
1590,
1600,
1610,
1620,
1630,
1640,
1650,
1660,
1670,
1680,
1690.
1700,
1710,
1720,
1730,
1740,
1750,
1760.
1770,
1780,
179n,
1”00,
1R10.
1820,
1R30,
1840,
1850,
1860,
1”70,
1889,
1890,
1900,
loln,
1929,
1930.
1940,
1950,
1960,
1970,
1980,
1990,
2000,
2010,
2020,
2030,
2040,
2050,
2060,
2070,
2080,
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U=l 029
GOT0N 1260
=1 .64
GOTO 1260
11=2433
GOTO 1260
RKFM TABLE FOR TwnNn=STIDED U VALUES
IF R=70 GOTO 1720
IF R=7% GOTO 1740
IF R=R0 GOTO 1760
IF R=85 GOTO 1780
IF R=90 GOTO 1R00
IF R=Q&8 GOTO 1R20
IF R=99 GOTN 1840
PRTINT MWVALUF OF RFLIABILITY PERCENTAGF NOT ACCEPTARBRLFEM®
PRTNT "FNTER NEW VALUEW®W
GOTO 1220
Jy=1,04
GOTO 1260
j=1,18
GOTO 1260
U=1,.28
6GOTO 1260
U=1.44
GOTO 1260
U=1,64
50T0 1260
U=1.94
GNTO 1260
U=2,58
GOTO 1260
REM COMPUTATION OF SAMPLE SIZE
Cl=N2|2#U12%#S?2
C2=A |2+ (N2#U|2%S?2)
N1=Cl/C?2
PRTNT
PRTINT
IF T=1 GOTO 1940
IF T=2 GOTO 2000
PRINT WTHF SAMPLF SIZE FOR A ONE~-SIDED MEAN PER UNIT ESTIMATF WITH"
PRINT USING 1960¢sReAyN1
tA RFELIARILITY OF ###% AND A PRECISION OF PLUS S#H##uy¥# IS #Unthid,
PRTNT
PRTINT
GOTO 2780
PRINT ®THE SAMPLE SIZE FOR A TWO-SIDED MEAN PER UNIT ESTIMATE WITH"
PRINT USING 20209R9A
¢A RFLIABILITY OF ###% AND A PRECISION OF PLUS AND MINUS S#ds##nus
PRTINT USING 20404N1
TS #H¥NNEBNN,
PRINT
PRINT
GOTO 2780
REM*#aus# cOMPUTATION OF VARIANCE FROM PRELIMINARY SAMPLE



2090, PRIMT MHAVE PRELIMINARY SAMPLE ITEMS 3EEN STORED IN DATA"

2100, PRINT "STATEMENTS (YFS OR NO)u3§

2l1n, TNPIUT K$

2120, IF K{=UYFS NTHEN 2350

213n, IF KE=1UNOY THEN 2150

2140, GO TO 2090

2150, PRINT

2160, PRINT MENTFR VALUES OF PRFLIMINARY SAMPLE ITFMS IN DATA STATF-n
2170, PRIMT OMFNTS AS FOLLNWS, LINE NUMBER RANGE USED MUST RE FROM#
21r0, PRINT MLINF 1 TO LINF 699, SEPARATE ALL VALUES BY COMMASS MAKE"
2190, PRINT ®WSURF THAT THE LAST VALUE ON A LINE IS MOT FOLLOWED RY a n
2200, PRINT nCcOMMA,

2210, peinT

2220, PRINT 1 LLL DATA V(1) o V(2) 9 V(3)s o o o o VI(N)W

2230, PRINT

2240, PRINT n WHERE LLL REPRESFNTS A LINF NUMBFR IN THE RANGE®
2250, PRIMT © 1 TO 99G,%

2260, PRINT 0 V(N) REPRESENTS A SAMPLE ITFM ENTERED IN THE®
2270, PRIMTH NDATA STATEMENT."

27280, PRINT

2290, PRINT UDURING RUNNING OF THIS PROGRAM YOU ARE ASKED THE SIZE®
2300, PRINT nOF THF PRFLIMINARY SAMPLF, MAKF SURE THAT THF NUMRER"
2310, PRINMT uyOll ENTER AT THAT TIME IS THE SAME AS THE NUMRER OF
2320, PRIMT WSAMPLF ITEMS ENTERED IN THE DATA STATEMENT."

2330, PRIMNT

2340, GO TO 2780

2350, LFT J=X1=X2=0

2360, FOR KA=1 TO N9

2370, RFaAN 79

2380, LET J=Jd+1

2390, LFT X1=X1+29

2400, LFT X2=X2+791|2

2410, NEXT KR

2420, REM#a#utEND OF DATA STATFMENT READ

2430, IF J=N9 GOTO 2470

2440, PRIMT

2450, PRINT 1ISING 24604N9yJ

2460, tWARNING==SAMPILE SIZE GIVFN AS ###ui#usut SAMPLE ITEMS WERE ENTFRED
2470, £3=x1/N9

2480, C4 = NO#C3|2

2490, S2=(X2=C4) / (N9=-1)

2500, S}1=SQR(S2)

2510, PRTNT

2520, PRTNT

2530, PRINT WTHE PRELIMINARY SAMPLE STATISTICS ARF:"

2540, PRTNT

2550, PRINT USING 2560,C3

2560, H ME AN BENBBH B

2570, PRINT USING 2580+S2

2580, : VARIANCE HUBHRNNY,

2590, PRINT USING 2600+S1

2600, : STANDARD DEVIATION HURRAR R

2610, GOTO 1870

2620, RFM N1=COMPUTED SAMPLE SIZE
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2630.
2640,
2650,
2660,
2670,
2680,
2690,
2700,
2710,
2720,
2730,
2740,
2750,
2760,
eT70,
2780,
2790,
2800,
2R10,
2R20,
2830,
2B40,
2850,
2R60,
2870,
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REM
REM
REF 4
RFM
REFM
RF M
RF M
RF M
RFM
RFM
RF M
RF M
RE M
REM
REM

N2=POPULATION SIZE
N9=PRFLIMINARY SAMPLE SIZE
X1=SAMPLE ITEM

X2=SAMPLE ITEM SQUARED
X3=POPULATION VALUE
R=RFLTARILITY %

U=NORMAL DEVIATE OF R
S1=STANDARD DEVIATION
S2=VAPIANCE

S3=STANDARD ERROR OF THE MEAN
S4=STANDARD FRROR OF THE TOTAL
T=0NE=STIDED/TWO=-SIDED OPTION
QS=PREFLIMINARY SAMPLE OPTION
C1-C9=COMPUTATIONAL WORK FIFLDS
21-75=PRELIMINARY SAMPLE WORK FIELDS

TF Q&="NQO" GOTO 2Z2R30
PRINT
PRTINT HSUM OF XneX]
PRINT nSUM OF X SQRM"4X2
PRINT
PRTINT
PRTNT
PRTINT n"PROGRAM COMPLETEM™
PRINT

END



MEAN-PER-UNIT ESTIMATION - PROGRAM FOR
EVALUATION OF SAMPLE RESULTS

I - Program Description and Operating Insturctions

General Description

This program - designated "CCC" for purposes of this volume -
is a computational program designed to statistically evaluate
a sample with mean-per-unit estimation without stratification.
The program makes requests for two options:

Option 1 - The ESTIMATE TYPE option - whether the estimate
to be made from the sample is one-sided or two-
sided - is answered 1 or 2. If some other number
is entered an error message and request for re-
entry will result. When a one-sided estimate
is specified, a request is made to indicate upper
or lower limit with a U or an L.

Option 2 - The SAMPLE DETAIL option - whether the details
of the sample will be entered - is answered yes
or no.

Inputs Required

The following inputs are required for all options:

1. Desired reliability percentage - 70, 75, 80, 85, 90,
95, and 99 (entered as whole numbers) are acceptable.
Any other number will produce an error message and
request for re-entry.

2. Total population size.
3. Size of the sample.

Where sample details are specified, such details must be
entered as DATA statements, using lines 1 through 999. Follow
instructions contained in the program listing. If an error is
made in the data statement, merely correct the offending item

and rerun the program.

Where no sample details are specified, the following sample
data must be entered:

1. Sum of the sample item values.

2. Sum of the squares of the sample item values.
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Outputs Produced

1. Sample statistics (when details are entered) : mean,
variance, and standard deviation.

2. Estimated population statistics: point estimate of
the total, standard error of the mean, standard error
of the total, precision, and confidence limits.

3. Supplementary information (where details are entered):
sum of the sample items and sum of the squares of the
sample items.

IT - Examples of Operation

Example 1 - Sample details (audited values from Example Data
Table) are entered with the following data:
Reliability - 90%
Population size - 10,000
Sample size - 30
A two-sided estimate 1s requested.
Example 2 - Sample totals are entered with the same data as used

in Example 1.
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Example 1

1 DATA 100 , 150 , 200 , 170 , 180 , 172 , 302 , 715 , 312 , 101

2 DATA 89 , 126 , 201 , 158 , 166 , 400 , 112 , 8 , 88 , 310

3 DATA 260 , 112, 70 , 113 , 156 , 244 , 190 , 158 , 116 , 200
READY

RUN

ccc 19¢52 09/19/74
THIS PROGRAM IS USED TO EVALUATE A SAMPLE USING MEAN PER UNIT
ESTIMATION WHERE STRATIFICATION IS NOT USED,

IS THIS A ONE-SIDED ESTIMATE OR A TWO-SIDED ESTIMATE
ENTER 1| OR 2

72

WHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE 90)
790

ENTER TOTAL POPULATION SIZE
210000

ENTER THE SIZE OF YOUR SAMPLE
730

HAVE SAMPLE ITEMS BEEN STORED IN DATA
STATEMENTS (YES OR NO)?YES

THE SAMPLE STATISTICS ARE:

MEAN 191,97
VARI ANCE 167417,
STANDARD DEVIATION 125,41

THE ESTIMATED POPULATION STATISTICS FOR A TWO-S1DED ESTIMATE
WITH A RELIABILITY OF 90X ARE AS FOLLOWS:

POINT ESTIMATE OF TOTAL 1919667,

STANDARD ERROR OF THE MEAN 23,59

STANDARD ERROR OF THE TOTAL 235918,

PRECISION 386906,

CONFIDENCE INTERVAL 1532761, TO 2306573,
SuM OF X 5759

SuM OF X SQR 1591213

PROGRAM COMPLETE

NOW AT 3310
SRU S:0,.6
READY
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Example 2

CcCC 20:00 09/19/74

THIS PROGRAM IS USED TO EVALUATE A SAMPLE USING MEAN PER UNIT

ESTIMATION WHERE STRATIFICATION IS NOT USED,

IS THIS A ONE-SIDED ESTIMATE OR A TWO-SIDED ESTIMATE
ENTER | OR 2

72

WHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE 50)
290

ENTER TOTAL POPULATION SIZE
210000

ENTER THE SIZE OF YOUR SAMPLE
230

HAVE SAMPLE ITEMS BEEN STORED IN DATA
STATEMENTS (YES OR NO)?NO

ARE SAMPLE DETAILS TO BE ENTERED (YES OR NO)
N0

WHAT IS THE TOTAL OF THE SAMPLE VALUES
75759

WHAT IS THE TOTAL OF THE SQUARES OF THE SAMPLE VALUES
21591213

THE SAMPLE STATISTICS ARE:

MEAN
VARIANCE
STANDARD DEVIATION

191,97
16747,
129,41

THE ESTIMATED POPULATION STATISTICS FOR A TWO-SIDED ESTIMATE

WITH A RELIABILITY OF 9502 ARE AS FOLLOWS:

POINT ESTIMATE OF TOTAL 1919667,
STANDARD ERROR OF THE MEAN 23,59
STANDARD ERROR OF THE TOTAL 235918,
PRECISION 386906,
CONFIDENCE INTERVAL 1532761, TO 2306573,

PROGRAM COMPLETE

NOW AT 3310
SRU ‘5208
READY



IIT - Program Listing

1010,
1020.
1030,
1040,
1080,
1060.
1070,
10R0,
1090,
1100.
1110,
1120,
1130,
1140,
1150,
1160,
1170.
1180,
1190,
1200,
1210,
1220,
1230,
1240,
1250,
1260,
1270,
1280,
1290,
1300,
1310,
1320,
1330,
1340,
13%0,
1360,
1370,
138n,
1390,
1400,
1410,
1420,
1430,
1440,
1480,
1460,
1470,
1480,
1490,
1500,
1510,
1520,
1530.
1540,

RFM###PROGRAM CCC###]12~MARCH=T4
PRTNT MTHIS PROGRAM IS USFD TO EVALUATE A SAMPLE USING MEAN PFR

PRTINT "FSTIMATION WHERE STRATIFICATION IS NOT USED."
PRTNT

PRTINT

PRTNT "IS THIS A ONF=SIPED ESTIMATE OR A TwWO-SIDED FSTIMATE
PRINT MFENTFR 1 OR 20

INPUT T
PRINMT

IF T=1 GOTO 1140

IF T=2 GNTN 1170
PRINT WFRROR, Pl EASF RE~ENTER™
GO YO 1080

PRINT “UPPER OR LOWFR LIMIT (U QR L)Mn

TNPUT L*%

PRTNT

PRTNT "wHAT RELIARILITY PFRCENTAGE IS DESIRED (EXAMPLE 90)"
INPUT R

PRINT

TF T=1 6GOTO 1340

IF T=? GOTO 1610

INPUT R

GOTO0 1340

GOTO 1610
PRINT

PRINTHFNTFR TOTAL POPULATION SIZE®

TNRPUT N?

PRTYNT

PRTNT WENTFR THF SI7ZFE OF YOUR SAMPLE"

INPUT N}

PRTNT

GOTO 1900

QFM TARLF FOR ONE=SIDED U VALUFS
IF R=70 GOTO 1460

IF R=75 GOTO 1480

IF R=20 GOTO 1500

IF R=Rs GOTO 1520

IF R=90 GOTO 1540

IF R=95 GNTO 156K0

IF R =99 GOTO 1580
PRTINT “yALUF OF RELTABILITY PERCENTAGE NOT ACCEPTABLE"
PRTINT "ENTER NEW VALUE"
GOTO 1180
PRTINT
GOTO 1220
U=,52

GOTO 1250

=’67

GOTO 1250

=.84

GOTO 1250
H=1,064
GOT0O 1250
U=).28
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1850,
1560,
1270,
1580,
1590,
1A0nN,
1s10,
1620,
1630,
1640,
les0,
1660,
1670.
16RN,
1690,
1700,
1710,
1720,
1730,
1740,
1750,
1760,
1770,
1780,
1790,
1800.
1”10,
1820,
1R300,
1840,
1”850,
1860,
1870.
18RN,
1R90,
1900,
1910,
1920,
1930,
1940,
1950,
1960,
1970,
1980,
1990,
2000.
2010.
2020,
2030,
20640,
2050,
2060,
2070,
20R0,
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GOTO 17250
U=1,.64
GOTO 12850
U=2433
GOTO 1250
RFM TARLE FOR TwN-SIDED U VALUES
IF R=70 GOTO 1720
IF R=75 GOTO 1740
IF R=R0 GOTO 1760
IF R=RS GOTO 1780
IF R=90 GOTO 1R00
IF R=9% GOTO0O 1820
IF R=99 GOTO 1440
PRINT wVALUF OF RFLTABILITY PERCENTAGE NOT ACCEPTABLE"™
PRTINT 9FNTER NEW VALUE"
RO0T0O 11R0
PRINT
U=1.,04
GOTO 1250
U=1 .lq
GOTN 1250
U=1,.,2R
GOTO 1250
U=1.44
GOTO 1250
U= .64
GOTO 1250
l=1,96
GOTO 1250
U=2,58
GOTO 1280
PRINT “ARF SAMPLE DETAILS TO BE USED (YES OR NO)M
INPUT W$
PRINT
IF Ws=uNO" GOTO 2990
RFM COMPUTATION OF VARIANCFE FROM SAMPLE ITEMS
PRINT MHAVF SAMPLE ITEMS RFEN STORED IN DATAW
PRINMT NSTATEMENTS (YES OR NO)"3
INPUT K$
IF K$="YFS WTHEN 2220
1F w§="NO" THEN 1970
GO TO 1910
PRINT
RFM ACCUMULATION OF SAMPLE VALUES/COMPUTATIONS
PRTINT M“ARF SAMPLE DFTAILS TO BE ENTERED (YES OR NO)M®
INPUT W%
PRTNT
IF w$=uwNO" GOTO 2990
PRINT “FNTFR VALUFS OF SAMPLE ITEMS IN DATA STATE="
PRIMT “MFNTS AS FOLLOWS, LINE NUMBER RANGE USED MUST BE FROMW®W
PRINMT ML INE 1 TO LINF 999, SEPARATE ALL VALUFS RY COMMASIMAKE"
PRINT nSUPF THAT THE LAST VALUFE ON A LINF IS NOT FOLLOWED RY A ©
PRINT NCOMMA "
PQINT



2090,
2100,
2110,
2120,
2130,
2140,
2150,
2160,
2170,
2180,
2190,
2200,
2210,
2220,
2230,
2240,
2250,
2260,
2270,
2280,
2290,
2300,
2310,
2320,
2330,
2340,
2350,
2360,
2370,
2380,
239n,
2400,
2410,
2420,
2430,
2440,
2450,
2460,
2470,
2480,
2490,
2500,
2510,
2520,
2530,
2540,
2550,
2560,
2570,
2580,
2590,
2600,
2610,
2620,

PRINT © LLL DATA V(1) & VI(2) 9 V(3)s o o o o V(NI®
PRINT

PRINT n WHERE LLL REPPESENTS A LINF NUMBFR IN THE RANGF"
PRINT 1 TO 999,

PRTNT M V(N) REPRESENTS A SAMPLE ITEM ENTERED IN THE®
PRINT # NDATA STATEMENT."

PRINT

PRINMT mDURING RUNNING OF THIS PROGRAM YOU ARF ASKED THE SIZE®
PRINT 9OF THF PRELIMINARY SAMPLE, MAKE SURE THAT THF NUMBER"
PRIMT mYOU ENTER AT THAT TIME IS THE SAME AS THE NUMRER OF »
PRIMT nSAMPLE ITEMS FNTERED IN THE DATA STATFMENT."
PRINT
~fO0TO0 3310
LET J=X1=X2=0
FOR K8&8=1 TO N]
RFEAN Zg9
LET J=J+1
LET X1=X1+29
LFT X2=X2+791i2
NEXT KR
REM##a#aFND OF DATA STATEMENT READ
IF J=N1 GOTO 2340
PRTINT
PRINT USING 2330sN1eJ
SWARNING==SAMPLE STZE GIVFEN AS #iast#s#sssn SAMPLE ITEMS WERE ENTERED
C3=x1/N1
C4=nN14#C3| 2
S2=(X2=C4)/(N1-1)
S1=SQR(S2)
PRTINT
PRINT X
PRINT nTHFE SAMPLE STATISTICS ARE:"
PRINT
PRTINT USING 2430,C3
H MEAN HRBHHR  HE
PRTINT USING 2450,4S2
H VARTIANCE HRRRRHEY,
PRTINT USING 2470.S1
: STANDARD DEVIATION HUHHUN W
PRTINT
PRINT
RFM COMPUTATION OF POPULATION ESTIMATFES
C1=SQR (N1)
c?=S1/C1
C6=(N2=N1) /N2
CS8=SQR(CH)
S3=C2#CK
S4=S3#N?
A=11#S4
X3=C3#N?
X4=X3=A
X5=X3+A
IF T=1 ROTO 2630
IF T=? GOTO 2820
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2630,
2640,
2650,
2660,
2670,
2680,
2690,
2700.
2710,
2720,
2730.
2740,
2750,
2760,
2770,
2780,
2790,
2800,
2810.
2R20.,
2830,
2R40,
2850,
2R60,
2870,
2880,
2R90,
2900,
2910,
2920,
2930,
2940,
2950,
2960,
2970,
2980,
2990,
3000,
3010,
3020,
3030,
3040,
3050,
3060,
3070,
3080,
3090,
3100.
3110,
3120,
3130,
3140,
3150,
3160.
3170,
3180,
3190,
3200,
3210,
3220,
3230.
3240,
3280,
3260,
3270,
3280,
3729n,
3300,
3310,
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PRINT

PRTINT USING 26504R

IWITH

A RFLIARILITY OF ###% ARS AS FOLLOWS:

PRTINT
PRTINT USING 26804X3

e

POINT ESTIMATE OF TOTAL

PRTNT USING 27004+S3

..

STANDARD ERROR OF THE MEAN

PRTINT USING 2720+S4

)

STANDARD FRROR OF THE TOTAL

PRTINT USING 2740,A

e

PRECISION

IF L$="L" GOTO 2790
PRINT USING 27704+XS

.o

UPPER CONFIDENCE LIMIT

GOTO 2960
PRTNT USING 28004X4

LOWER CONFIDENCE LIMIT

GOTO 2960

PRTNT

PPINT USING 2840,R

SWITH

A RFLIARILITY OF #4#% ARE AS FOLLOWS:

PRTNT
PRINT USING 287n,X3

.o

POINT ESTIMATF OF TOTAL

PRINT USING 28904+S3

STANDARD ERROR OF THE MEAN

PRTNT USING 2910454

STANDARD FRROR OF THE

PRINT USING 2930,sA

PRECISION

PRTINT USING 2950 ¢X44+X5

CONFINENCE INTERVAL

PRTMT
PRTNT
GOTO 3230

REM INPUT OF SAMPLFE TOTALS WHERE DETAILS NUT SPECIFIED

PRINT

TNPUT X1
PRTNT

PRTINT

INPUT X2

GOTO
RFM
RFM
RF M
RFM
RFM
RFM
REM™
RF M
REM
REM
RF
REM
REM
REW
RFM
RF. M
RF™M

2340

N1=COMPUTED SAMPLE SIZE
N?=POPULATIOM SIZE

X1=SAMPLE ITEM

X2=SAMPLE ITEM SQUARED
X3=POPULATION VALUE
R=RFLTABILITY %

U=NORMAL DEVIATE OF R
S1=STANDARD DEVIATION
S2=VARTANCE

S3A=STANDARD FRROR OF THE MFAN
S4=STANNARD ERROR OF THE TOTAL
T=ONE~SIDEN/TWO~-SIDED OPTION
WE=SAMPLE NETAILS/TOTALS OPTION
Cl1-C9=COMPUTATIONAL WORK FJIELDS
21-79=SAMPLE WORK FIELDS
X4=|.OWEP CONFIDFNCE LIMIT
X5=UPPER CONFIDENCE LIMIT

IF we=uUNO" GOTO 3270
PRTINT ®©SUM OF X'",X1

PRINT

MSUM OF X SQR'eX2

PRTINT
PRTNT
PRINT "wPROGRAM COMPLETE"
PRTNT

1 ]
END

HRRARURH

WWHAT IS THF TOTAL OF THE SAMPLE VALUES"

WTHE ESTIMATED POPULATION STATISTICS FOR A ONF=-SIDED FSTIMATF®

HEHRYRUS,

HHNBUY  HR

REANNREHY o

WHEHRBBY,

HEHNBUBE,

HERERUUY,

WTHF FSTIMATED POPULATION STATISTICS FOR A TWN=-SIDED ESTIMATF®

TTITT T
HENEUN HE

HURBUHEN,

TTTETTT N

TO HupNnuss,

WWHAT IS THF TOTAL OF THF SQUARES OF THE SAMPLF VALUES"



RATIO AND/OR DIFFERENCE ESTIMATION - PROGRAM
FOR DETERMINATION OF SAMPLE SIZE

I - Program Description and Operating Instructions

General Description

This program - designated "DDD" for purposes of this volume -

is a computational program designed to determine sample size where

a statistical evaluation is to be made using ratio estimation

and/or difference estimation without stratification. The program

makes requests for two options:
Option 1 - The ESTIMATE TYPE option - whether the estimate

to be made from the sample is one-sided or two-
sided - is answered 1 or 2. If some other
number is entered, an error message and request
for re-entry will result.

Option 2 - The PRELIMINARY SAMPLE option - whether the

details of a preliminary sample will be entered -
is answered yes or no.

Inputs Required

are:

The following inputs are required for all options:

l'

3.

Desired reliability percentage - 70, 75, 80, 85, 90, 95,
and 99 (entered as whole numbers) are acceptable. Any
other number will produce an error message and request
for re-entry.

Desired precision - entered as an amount. Any number
of decimal places is acceptable, but precision is
usually in whole dollars.

Population size.

Where a preliminary sample is specified, additional inputs

Size of preliminary sample.

Sample details - these are entered in pairs of items as
DATA statements in lines 1 through 999. For each pair
of items, the sample audited amount is followed by the
sample book amount. Refer to the program listing for
further details. If an error is made in the data state-
ment, merely correct the offending item and rerun the
program.
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Where no preliminary sample is specified, an estimate of the

2

population variance <% or S 2) must be entered.

R. D.
J J

Outputs Produced

1.

Computed sample size - given as a whole number. The
program will indicate, where a preliminary sample is
used, whether the computed sample size was determined
on the basis of ratios or differences. (The smallest
of the two will be printed.) For the ratio information
to be valid, all sample items must be entered, whereas
difference information will be valid if only sample
items where differences exist are entered.

When preliminary sample details are entered, two
additional outputs are produced.

a. Preliminary sample statistics: variance (on both
bases) and standard deviation.

b. Supplementary information: sum of the sample item
audited values, sum of the sample item book values,
sum of the sample item differences, sum of the squares
of each of the above, and sum of the cross-products
of the sample item audited and book values.

II - Examples of Operation
Example 1 - Sample details (audited values and book values from

Example Data Table) are entered with the following data:
Reliability - 90%
Precision - ¥ 50,000

Population size - 10,000

A two-sided estimate is desired.

Example 2 - Sample totals are entered with the same data as used

in Example 1.
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Example 1

1 DATA 100 , 110 , 150 , 150 , 200 , 198 , 170 , 170 , 180 , 180
2 DATA 172 , 200 , 302 , 300 . 715 ., 800 , 312 . 312 , 101 . 100
3 DATA 89 , 89 , 126 , 125 , 201 , 300 , 198 , 198 , 166 , 160

4 DATA 400 , 400 , 112 , 112 , 8 , 8 A, 8 , 88 , 310 , 310

5 DATA 260 , 260 , 112 . 100 , 70, S0 , 113 , 113 , 156 , 156

6 DATA 244 , 240 , 190 , 150 , 198 , 200 , 116 , 116 , 200 , 200
READY

RUN

DDD  20:08 09/19/74

THIS PROGRAM IS USED TO DETERMINE SAMPLE SIZE FOR THE
ESTIMATION OF POPULATION DIFFERENCES WHERE STRATIFICATION
IS NOT USED, IT USES EITHER THE DIFFERENCE OR THE RATIO
OF THE SAMPLE ITEM VALUES AND ELECTS THE ALTERNATIVE
WHICH PRODUCES THE SMALLEST SAMPLE SIZE,

IS THERE A PRELIMINARY SAMPLE (ENTER YES OR NO)
?YES

WHAT IS THE SIZE OF THE PRELIMINARY SAMPLE
730

IS THIS A ONE-SIDED ESTIMATE OR A TWO-SIDED ESTIMATE
ENTER 1 OR 2
72

WHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE 90)
790

WHAT PRECISION (AMOUNT) IS DESIRED
250000

ENTER TOTAL POPULATION SIZE
710000

HAVE PRELIMINARY SAMPLE ITEMS BEEN STORED IN DATA
STATEMENTS (YES OR NO)?YES
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Example 1, contd.

THE PRELIMINARY SAMPLE STATISTICS ARE:

VARIANCE 464,
STANDARD DEVIATION 21.54

NOTE THAT THE ABOVE WERE COMPUTED USING SAMPLE ITEM RATIOS
THE VARIANCE ON THE BASIS OF SAMPLE ITEM DIFFERENCES IS 585,

THE SAMPLE SIZE FOR A TWO-SIDED ESTIMATE WITH
A RELIABILITY OF 9S07% AND A PRECISION OF PLUS AND MINUS $ 50000
1S 50,

SuM OF X 5759
SuM OF Y 5975
SuM OF D =216

SUM OF X SaR 1591213
SUM OF Y SQR 1777211
SUM OF D SQR 18520

SUM OF XY 1674952

PROGRAM COMPLETE
NOW AT 3230

SRU ‘S:0.6
READY
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ExamEle 2

RUN
DDD 20:11 05/15/74

THIS PROGRAM 1S USED TO DETERMINE SAMPLE SIZE FOR THE
ESTIMATION OF POPULATION DIFFERENCES WHERE STRATIFICATION
IS NOT USED. IT USES EITHER THE DIFFERENCE OR THE RATIO
OF THE SAMPLE ITEM VALUES AND ELECTS THE ALTERNATIVE
WHICH PRODUCES THE SMALLEST SAMPLE SIZE,

IS THERE A PRELIMINARY SAMPLE (ENTER YES OR NO)
N0

IS THIS A ONE-SIDED ESTIMATE OR A TWO-SIDED ESTIMATE
ENTER 1 OR 2
?2

WHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE 90)
790

WHAT PRECISION (AMOUNT) 1S DESIRED
750000

ENTER TOTAL POPULATION SIZE
210000

ENTER THE ESTIMATED STATISTICAL VARIANCE OF THE POPULATION

7464

THE SAMPLE SIZE FOR A TWO-SIDED ESTIMATE WITH

A RELIABILITY OF S0% AND A PRECISION OF PLUS AND MINUS $§ 50000

IS 50,

PROGRAM COMPLETE

NOW AT 3230
SRU 530 .2
READY
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III - Program Listing

1010,
1020,
1030,
1040,
1080,
1060,
1070.
1080,
1090,
1100,
1110,
1120,
1130,
1140,
1150.
1160.
1170,
11R0,
1190,
1700,
1210,
1220,
1230,
17240,
1250,
1260,
1270,
1280,
1290,
1310,
1320.
1330.
1340,
1350,
1360,
1370.
1380,
1390,
1400,
1410,
1420,
1430.
1440,
1450,
1460,
1470,
1480,
1490,
1500,
1510,
1520,
1530,
1540,
1550,

150

REM###PROGRAM DPN###]2-MARCH=T4
PRTINT "THIS PROGRAM IS USED TO DETERMINE SAMPLE SIZF FOR THE"
PRTNT "FSTIMATION OF POPULATION DIFFERENCES WHERE STRATIFICATION®
PRTINT TS NOT USEN. IT USFS EITHER THE DIFFERENCE OR THE PRATIO"
PRTINT »w0OF THE SAMPLF ITFM VALUES AND FLECTS THE ALTERNATIVE"
PRINT "WHICH PRONDUCES THE SMALLEST SAMPLE SIZE."

PRTNT

PRTNT

PRTINT ®nIS THERE A PRELIMIMARY SAMPLF (ENTER YES OR NO)w
INPUT 0%

PRTINT

IF Q%="NO" GOTO 11AK0

PRPINT nWHAT IS THF SIZE OF THE PRELIMINARY SAMPLE"

INPUT NG

PRTINT

PRTINT "TS THIS A ONF=SIDED ESTIMATE OR A TWO-SIDED FSTIMATE"®

PRTINT “FNTFER 1 OR 2%

INPUT T

DRIMT

IF T=1 GOTO 1240

IF T=2 GOTO 1240

PRTNT "FRROR, ENTFR AGAINM®

GOTC 1180

PRTNT “wWHAT RELTARILITY PERCENTAGE IS DESIRFD (EXAMPLE 90)"

INPUT R

PRTNT

IF T=1 GOTO 1410

IF T=2 GOTO 1660 ,

PRTNT wWHAT PRECISION (AMDUNT) IS DESIRED"

INEUT A

PRINT

PRINTYENTFR TOTAL POPULATION SIZEW®

INPUT N2

PRTNT
IF Q%=“YESY GOTQ 2120

PRTINT WFNTER THFE FSTIMATED STATISTICAL VARIANCE OF THE -POPULATION®

INPUT S?

GO0TO 1900

RFM TARLE FOR ONE=SIDED U VAIUFS

IF R=70 GOTO 1510

IF R=75 GOTO 1530

IF R=80 GOTO 1550

IF R=85 GOTO 1570

IF R=90 GOTO 1590

IF R=98 GOTO 1610

IF R =99 GOTO 1630

PRINT “VALUF OF RELIABILITY PERCENTAGE NOT ACCEPTABLE"

PRINT “ENTER NEW VALUE®

GOTO 1250

Us,52 °

GOTO 1290

U=,67

GOTO 1290

U=,84



1560,
1870,
1580,
1890,
1600,
1610,
1620,
1630,
1640,
1680,
1660,
167n,
1680,
169n,
1700,
1710,
1720,
1730,
1740,
1750,
1760,
1770,
1780,
1790,
1”00,
1810,
1820,
1830,
1840,
1880,
1R60,
1870,
188n,
1R90,
1900.
1910,
1920,
1930,
1940,
1950,
1970,
19a0,
199n,
2000,
2010,
2020,
2030,
2040,
2050,
2060,
2070,
2080,
2090,
2100,

~OTO 1290
li=] 404
TN 1290
=1 4 2R
GOTO 1299
U=1.64
GOTO 1290
1i=2433
GOT0O 1290

RFM TARLE FOR TWO=SIDED U VALUES

IF
IF
IF
1F
IF
IF
1F

PRINT
PRYNT

R=70
R=T7R
R=80
R=8S
R=90
R=Q9%
R=q09

G0TH
GOTO
GOTO
GOTO
G070
GOTO
GOTO

nVALUE
WENTER

GNTO 1250
l=1.,04
GOTN 1290
li=1 418
GOT0O 1290
U=1,2R
GOTO 1290
U=1,.44
GOTO 1290
U=106a
GOTO 1290
tl=1 .96
GOTO 1290
U=2 4,58
GOTN 127290

RFM COMPUTATION OF SAMPLE STZE

1760
1780
1300
13720
1840
1860
1880

OF RFLIABILITY PERCENTAGE NOT ACCEPTARLEM

NEW VALUE"

Cl=N2|2#U|2#S2
C2=A|2+ (N2¥#U|2#S2)

N1=Cl/C?2
PRTNT
PRTINT

IF T=2 GOTO 2040
PRPTNT “THE SAMPLE SIZE FOR A ONE-SIDED ESTIMATE WITH®

PRINT USING
tA RFLIARTLITY OF ###%

PRTINT
PRTNT
GOTe 3080

20004RyAgN1
AND A PRECISION OF PLUS SH#MNNNS IS NENHNUN,

PRINT ®THE SAMPLE SIZ2E FOR A TWO=-SIDED ESTIMATE WITH®
PRINT USING 2060,R,A
1A RELTARILITY OF ###% AND A PRECISION OF PLUS AND MINUS S####NN#
PRTNT USING 2080sN1}

SIS HENRNEN,

PRINT
PRINT
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2110.
2120,
2130,
2140,
2150,
2160,
2170,
2180,
2190,
2200,
2210,
2220,
2230,
2240,
2250,
2260,
2270,
2280,
2290,
2300,
2310,
2320,
2330,
2340,
23580,
2360,
2370,
2380,
2390,
2400,
2410,
2420,
2430,
2440,
2450,
2460,
2470,
24R0,
2490,
2500.
2510,
2520,
2530,
2540,
2550,
2560,
2570,
2580,
259n,
2600,
2610,
2620,
2630,
2640,
2650,
2660,
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GOTN 30R0
REM###ast COMPUTATION OF VARIANCE FROM PRELIMINARY SAMPLE
PRINT ®HAVE PRELIMINARY SAMPLE ITEMS BEEN STORED IN DATAW®

PRI
INP
1F
1F
a0
PRT
PRI
PRIN
PRIN
PRY
PRI
PRI
pRY
PRI
PRI
PRIN
PRI
PRT
PRI
PRY
PRI
PRT
pPeT
PRT
GOTN
LFT
FOR
RFAD
LFT
LFT
LFT
LFT
LFT
LFT
ILET
LFT
NF X
RFM
1F
PRT
PRI

MT MNSTATEMFNTS (YFS OR NO) I3
UT K%
KE=nYFS OTHEN 2390
KE=UNO" THEN 2190
T0 2130
MT
NT nfENTER VALUFS OF PRELIMINARY SAMPLE ITEMS IN DATA STATE=w
T "MFENTS = AUDITED VALUFsRNOK VALUE =~ AS FOLLOWS. LINF NUMBER RANGF
T “"RF FROM 1 T0 999, SEPARATE ALL VALUES RY COMMASSE MAKFE™M™
MT OWSURF THAT THE LAST VALUE ON A LINE IS NOT FOLLOWED RY A »
MNT "COMMa "
mT
NT o LLL DATA V(1) s VI(2) 9 V(3)s o o o o VI(NI®
MT
NT ® WHERE LLL REPRFSENTS A LINF NUMRFR IN THE RANGE"
T w 1 TO 999,
MNT © V(N) REPRESENTS A SAMPLE ITFM ENTFRFN IN THE"
MTH NATA STATEMENT."
T
MT BDURTING RUMNING OF THIS PROGRAM YOU ARE ASKFD THE SIZE®
NT nOF THF PRELIMINARY SAMPLF, MAKF SURE THAT THF NUMBFR"
NT YOl FNTER AT THAT TIME IS THE SAME AS THE NUMRER OF ®
MT MSAMPLF ITFMS FNTERED IN THE DATA STATFMENT,."
nT
3230
J=X1=X2=Y1=Y¥?2=N1=02=77=0
K8=1 TO NS
7G47R
Jd=J+1
X1=X1+79
X2=x2+2912
Y1=Y1+ZR
Y2=YP+7R1?
N1=D1+(79-2728)
n2=N2+(79-28) 12
77=77+(Z9%#Z8)
T KR
waseafFND OF DATA STATEMENT READ
J=N9 GOTO 2570
T
MT USING 25504NG,yJ

IWARNING==SAMPLE SIZE GIVFN AS ####3 #H###SAMPLF ITEMS ENTERED
PRINMT WDIFFERENCF RASIS NDATA MAY RE VALIDS RATIO BASIS DATA WILL NOT,.n

R1=X1/Y1

CI=X2=(P#PR1#ZT7)+(R]1|2%Y?2)

C4~C3/ (NG=1)

C5=N1/NQ

CA=NQu(CR|?

C7=(D2=-Ch)/(NG=-1)

IF C4<=C7 GOTO 2660

S?2=C7

cOT0 2670

S?=C4
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2A70,
26R0,
2690,
2700,
2710,
2720.
2730,
2740,
275a,
2760,
2770.
2780,
2ren,
2800,
2810,
2R20,
2R3N,
2R40,
2R50.
PRA0,
287NH,
2RA0,
2R90,
2900,
2910,
2920,
2930,
2940,
2950,
2960,
2970,
2980,
299n,
3000,
3010,
3020.
3030,
3040,
3050.
3060,
3070,
308R0.
3090,
3100,
3110,
3120,
3130,
3140,
31850,
3160.
3170,
3180,
3190,
3200,
321n,
3220,
3230,

S1=SQR(S?2)

PDRINT
PRINT
PRINT nTHF PRELIMINARY SAMPLFE STATISTICS ARF:w
PRTNT
PRPINT USING 2730482
: VARTANCF Hu g,
PRINT USING 2750,S1
H STANNARD NEVIATION HUHHHY MY
PRINT
PRINT

IF C4<Cc?7 GOTO 2R30
PRINT UNOTF THAT THF AROVFE WFEFRE COMPUTED USING SAMPLE ITFM DIFFERFNCFS"
PRTNT USING 2R104C4

tTHE VARTANCF

GNTO 1910

PRINT oNOTE THAT THF AROVF WERE COMPUTED USING

PRINT USING 2830,4C7

tTHF VARTANCE

ON THE RASIS OF SAMPLE ITEM RATIOS

IS #uuutuus,

SAMPLE ITEM RATIOS"

ON THF RASIS OF SAMPLE ITFM DIFFERENCES 1S #audsuus,

G0TO 1910

RFM N1=COMPUTED SAMPLF SIZFE

RFM NP2=POPULATION SIZE

RFM NQ=PRF| IMINARY SAMPLF SI7E

RFEM X)1=SAMPLE ITEM AUDITED VALUE

RFM Y1=SaAaMPLF ITEM ROOK VALUE

RFM XP2=CAMPILF TTFM AUDITED VALUE SQUARED
RFM Y2=QAMPLF ITFM ROOK VALYUE SAUARED
RFM Q1=RATIO OF SUMS OF SAMPLE TTEM AUDITED AND BOOK VALUFES
RFEM X3I=POPULATION VALUF

RFM» R=RFLTIARILITY %

REM 1LI=NORMAL DEVTATF OF R

REM S]1=STANDARD DFEVIATION

RFM S2=VARTANCE

RF» S3=STANDARND FRROR OF THE MEAN

RFM S4=STANDARD FRROR OF THE TOTAL

RFM T=ONE=-STNDEN/TWO=-SIDED OPTION

PFM Q&=PRFLIMINARY SAMPLF OPTION

RPFNM C1-C9=COMPUTATIONAL WORK FIELDS

KFM 71-75=PRELIMINARY SAMPLE WORK FIELDS
RFM N1 =SAMPLE ITFM NIFFFRENCE

RFM ND?2=SAaMPLE ITEM NDIFFERENCE SQUARED
PRINT

IF Q%=nuNO" GOTO 3180
PRINT nSUM (OF XMyeX1
PRTINT nSUM OF Yu,Yl
PRINT ®SUM QOF (0",D1
PRINT "<SUM QF X SQR'",X2
PRINT #wSUM OF Y SQRW,Y?2
PRINT uwsSUM OF D SNR",D2
PRTINT nSUM OF XY%W4Z7
PRTINT

PRTNT

PRINT

PRINT "PROGRAM COMPLETE"
PRTNT

'
FND
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RATIO AND/OR DIFFERENCE ESTIMATION - PROGRAM
FOR EVALUATION OF SAMPLE RESULTS

I - Program Description and Operating Instructions

General Description

This program - designated "EEE" for purposes of this volume -
is a computational program designed to statistically evaluate
a sample using ratio estimation and/or difference estimation
without stratification. The program makes requests for two
options:

Option 1 - The ESTIMATE TYPE option - whether the estimate to
be made from the sample is one-~sided or two-
sided - is answered 1 or 2. If some other
number is entered, an error message and request
for re-entry will result. When a one-sided
estimate is specified, a request is made to
indicate upper or lower limit with a U or an L.

Option 2 - The SAMPLE DETAIL option - whether the details
of the sample will be entered - is answered yes
or no.

Inputs Required

The following inputs are required for all options:

1. Desired reliability percentage - 70, 75, 80, 85, 90,
95, and 99 (entered as whole numbers ) are acceptable.
Any other number will produce an error message and
request for re-entry.

2. Population size.
3. Population total book value.

4. Size of the sample.

Where sample details are specified, they are entered in pairs
as DATA statements. Within each pair, the audited value is
followed by the book value, using lines 1 through 999. Refer to
the program listing for further details. If an error is made in

the data statement, merely correct the offending item and rerun

the program.

Where no sample details are specified, the following sample

data must be entered:
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2.
3.
4.
5.

7.

Sum of the sample item audited values.
Sum of the squares of the audited values.
Sum of the sample item book values.

Sum of the squares of the book wvalues.
Sum of the sample item differences.

Sum of the squares of the differences.

Sum of the cross-products of the sample item audited
and book values.

If the user has this data as it pertains to only ratio

estimation or only difference estimation, he should enter a 1 in

response to the request for other values. In so doing, the

results for the method not used will be clearly artificial.

Outputs Produced

Outputs are produced on the basis of sample item ratios

and differences, as follows:

1.

Sample statistics (where details are entered): mean,
variance, and standard deviation.

Estimated population statistics: point estiwmate of the
population difference, point estimate of the population
total, standard error of the mean, standard error of the
total, precision, confidence limits for the population
difference, and confidence limits for the population total.

Supplementary information (when details are entered):
sum of the sample item audited values, sum of the sample
item book values, sum of the differences, sum of the
squares of each of the above, and sum of the cross-prod-
ucts of the sample item audited and book values.

II - Examples of Operation

Example 1 - Sample details (audited values and book values from

Example Data Table) are entered with the following data:
Reliability - 90%
Population size - 10,000
Population total book value - 2,000,000

Sample size - 30

A two-sided estimate is requested.

Example 2 - Sample totals are entered with the same data as used

in Example 1.
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Example 1

1 DATA 100 , 110 , 150 , 150 , 200 , 198 , 170 , 170 , 180 , 180
2 DATA 172 , 200 , 302 , 300 , 715 , 800 , 312 , 312 , 101 ., 100
3 DATA 89 , 89 , 126 , 125 , 201 , 300 , 198 , 198 , 166 , 160

4 DATA 400 , 400 , 112 , 112 , 8 , 8 , 88 ,L 88 , 310 , 310

5 DATA 260 , 260 , 112 , 100 , 70 , SO0 , 113 , 113 , 156 , 156

6 DATA 244 , 240 , 150 , 150 , 198 , 200 , 116 , 116 , 200 , 200
READY

RUN
EEE  20:29 09719774

THIS PROGRAM IS USED TO EVALUATE A SAMPLE DESIGNED TO ESTIMATE
THE POPULATION DIFFERENCE WHERE STRATIFICATION IS NOT USED,
RESULTS ARE GIVEN ON THE BASIS OF BOTH THE DIFFERENCES AND

THE RATIOS OF THE SAMPLE I1TEMS, HOWEVER, IF ONLY THOSE SAMPLE
ITEMS WHERE DIFFERENCES OCCURRED ARE ENTERED, ONLY THE

RESULTS ON THE BASIS OF DIFFERENCES CAN BE USED.

ARE SAMPLE DETAILS TO BE ENTERED (YES OR NO)

?YES

IS THIS A ONE-SIDED ESTIMATE OR A TWO-SIDED ESTIMATE
ENTER | OR 2

?2

WHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE S0)
790

ENTER TOTAL POPULATION SIZE
210000

ENTER THE POPULATION TOTAL BOOK VALUE
22000000

ENTER THE SIZE OF YOUR SAMPLE
7230

HAVE PRELIMINARY SAMPLE ITEMS BEEN STORED IN DATA
STATEMENTS (YES OR NO)?YES

THE SAMPLE STATISTICS ARE:
ON THE BASIS OF SAMPLE

DIFFERENCES RATIOS
MEAN -T.2 1.0
VARIANCE 585.0 463,8
STANDARD DEVIATION 24,19 21,54
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Example 1, contd.

THE ESTIMATED POPULATION STATISTICS FOR A TWO-SIDED ESTIMATE
WITH A RELIABILITY OF 90X ARE AS FOLLOWS:

NOTE:

SUM
SumM
sum
SuM
Sum
sumM
SuM

OF
oF
OF
oF
OF
OF
oF

ON THE BASIS OF SAMPLE

DIFFERENCES
POINT ESTIMATE OF THE
POPULATION DIFFERENCE =-72000,
POINT ESTIMATE OF THE
POPULATION TOTAL 1528000,
STANDARD ERROR OF THE MEAN 4,4
STANDARD ERROR OF THE TOTAL 44092,
PRECISION 72311,
CONFIDENCE INTERVAL FOR
POPULATION DIFFERENCE -144311, TO
311,
CONFIDENCE INTERVAL FOR
POPULATION TOTAL 1855689, T0
2000311,

NEGATIVE DIFFERENCES REPRESENT AN OVERSTATEMENT IN
THE BOOK AMOUNT

5759
5975
-216
1591213
1777211
18520
1674952

PROGRAM COMPLETE

NOW AT 4160
SRU‘S:1.0
READY

RATIOS
-72301,
1927699.
3.9
39259,
€4384,

-136685, TO
"79170

1863315,T0
1952083,
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Example 2

RUN
EEE 20:34 095/15/74

THIS PROGRAM IS USED TO EVALUATE A SAMPLE DESIGNED TO ESTIMATE
THE POPULATION DIFFERENCE WHERE STRATIFICATION IS NOT USED,
RESULTS ARE GIVEN ON THE BASIS OF BOTH THE DIFFERENCES AND

THE RATIOS OF THE SAMPLE ITEMS., HOWEVER, IF ONLY THOSE SAMPLE
ITEMS WHERE DIFFERENCES OCCURRED ARE ENTERED, ONLY THE

RESULTS ON THE BASIS OF DIFFERENCES CAN BE USED,

ARE SAMPLE DETAILS TO BE ENTERED (YES OR NO)
N0

IS THIS A ONE-SIDED ESTIMATE OR A TWO-SIDED ESTIMATE
ENTER 1 OR 2
?2

WHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE 90)
790

ENTER TOTAL POPULATION SIZE
210000

ENTER THE POPULATION TOTAL BOOX VALUE
22000000

ENTER THE SIZE OF YOUR SAMPLE
230

WHAT IS THE TOTAL OF THE SAMPLE AUDITED VALUES
25759

WHAT IS THE TOTAL OF THE SQUARES OF THE SAMPLE AUDITED VALUES
71591213

WHAT IS THE TOTAL OF THE SAMPLE BOOK VALUES
25975

WHAT IS THE TOTAL OF THE SQUARES OF THE SAMPLE BOOK VALUES
21777211

WHAT IS THE TOTAL OF THE SAMPLE DIFFERENCES
?7-216

WHAT IS THE TOTAL OF THE SQUARES OF THE SAMPLE DIFFERENCES
718520

WHAT IS THE TOTAL OF THE CROSS-PRODUCTS OF THE SAMPLE
AUDITED AND BOOK VALUES
21674952
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Example 2, contd.

THE SAMPLE STATISTICS ARE:

ON THE BASIS OF SAMPLE

DIFFERENCES
MEAN -7.2
VARIANCE 585.0
STANDARD DEVIATION 24,19

RAT10S
1.0

463,8

21,54

THE ESTIMATED POPULATION STATISTICS FOR A TWO-SIDED ESTIMATE

WITH A RELIABILITY OF 90%Z ARE AS FOLLOWS:

ON THE BAS1S OF SAMPLE

DIFFERENCES
POINT ESTIMATE OF THE
POPULATION DIFFERENCE =72000,
POINT ESTIMATE OF THE
POPULATION TOTAL 1928000,
STANDARD ERROR OF THE MEAN 4,4
STANDARD ERROR OF THE TOTAL 44092,
PRECISION 72311,
CONFIDENCE INTERVAL FOR
POPULATION DIFFERENCE -144311, TO
311,
CONFIDENCE INTERVAL FOR
POPULATION TOTAL 1855689,T0
2000311,

NOTE: NEGATIVE DIFFERENCES REPRESENT AN OVERSTATEMENT IN
THE BOOK AMOUNT

PROGRAM COMPLETE

NOW AT 4160
SRU S:0.5
READY

RATIOS
-72301.,
1927699,
3.9
39259,
64384,

-136685, TO
-7917,

1863315, T0
1992083,
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III - Program Listing

1000,
1010,
1020.
1030,
1040,
1080,
1060,
1070,
1080,
1090,
1100,
1110,
1120,
1130,
1140,
1150,
1160,
1170.
11R0.
1190,
1200,
1210.
1220,
1230,
1240,
1250.
1260,
1270.
1280,
1290,
1300,
1310,
1320,
1330.
1340,
1350,
1360,
1370.
1380,
1390,
1400,
1410,
1420,
1430,
l440,
1450.
1460,
1470.
1480,
1490,
1500,
1510,
1520,
1530.

160

RFM###PROGRAM FEE###]2=-MARCH=T4

PRINT MTHIS PROGRAM IS USEND TO EVALUATE A SAMPLE DESIGNED TO ESTIMATE"
PRINT MTHE POPULATION NIFFERFMCE WHERE STRATIFICATION IS NOT USFND,."
PRINT MRFSULTS ARE GIVEN ON THE BASIS OF BOTH THE DIFFFRENCFS ANDM
PRINT "THF RATIOS OF THE SAMPLFE TTEMS, HOWEVERe IF ONLY THNSE SAMPLE"
PRINT "“TTFMS WHERE DIFFERENCFS OCCURRED ARE ENTFREDs ONLY THF®

PRTINT URFSULTS ON THE RASIS OF DIFFERENCES CAN BE USFD.»

PRINT

PRTNT

PRINT M"ARE SAMPLE DETATLS TO BE ENTERED (YES OR NO)M
INPUT Q%

PRINT

PRINT MIS THIS A ONE=SINED ESTIMATE OR A TWO-SIDED ESTIMATE"
PRINT MENTER 1 OR 20

INPUT T

PRINT

IF T=1 GOTO 1200

IF T=2 GOTO 1230

PRINT MERROR, ENTER AGAIN®

GOTC 1140

PRINT "UPPFR OR LOWFR LIMIT (U OR L)
TNPUT LS

PRINT

PRINT “WWHAT RELIABILITY PERCENTAGE IS DESIRED (EXAMPLE 90)"
INPUT R

PRINT

JF T=1 GOTO 1430

IF T=? GOTO 1700

INPUT R

GOTO 1430

TNPUT R

GOTO 1700

PRINTHENTFR TOTAL POPULATION SIZE"
INPUT N2

PRINT

PRINT WENTER THE POPULATION TOTAL BOOK VALUE"
TNPUT A2

PRINT

PRINT WENTER THE SIZE OF YOUR SAMPLE"
INPUT N1

PRINT

GOTO 1960

REM TABLE FOR ONE=SIDED U VALUES

IF P=70 GOTO 1550

IF R=75 GOTO 1570

IF R=A0 GOTN 1590

IF R=RS GOTO 1610

IF R=90 GOTO 1630

IF R=05 GOTO 1650

IF R =99 GOTO 1670

PRINT "VALUF OF RELIARILITY PERCENTAGE NOT ACCEPTABLE"
PRINT "ENTER NEW VALUE"

GOTO 1240

PRINT



1540,
1550,
1560,
1570,
1580,
1890,
1A00.
1610,
1620,
1630,
1640,
1650,
1660,
1670,
1680,
1690,
1700,
1710,
1720.
1730,
1740,
1750,
1760,
1770.
17r0,
1790,
1800,
1810,
1r20,
1R30,
1R40,
1850,
1860,
1870,
1880,
1R9n,
100,
1910,
1920,
16830,
1940,
16560,
1960,
1970,
1980,
1690,
2000,
2010,
2020,
2030,
2040,
2050,
2060.

2070,

GOTO 1280

LET U=,52

GOTO 1320

LET U=.67

GOTO 1320

LFT U=.84

GOTO 1320

LFT U=l.04

GOTO 1320

LFT U=1,28

GOTO 1320

LET U=1,.64

GNTO 1320

LFT U=2.33

GOTO 1320

RFM TABLF FOR TWO-SIDED U VALUES
IF R=70 GOTO 1R20

1F R=75 GOTO 1840

IF R=R0 GOTO 1860

IF R=R5 GOTO 1R80

IF R=90 GOTO 1900

1F R=05 GOTN 1920

IF R=99 GOTO 1940

PRINT OVALUE OF RELIABILITY PERCENTAGE NOT ACCFPTABLE"
PRINT MENTER NEW VALUEW®W

GOTO 1240

PRINT

GOTO 1300

LFT U=1.04

GOTO 1320

LET U=1.15

GOTO 1320

LET U=1.2R

GOTO 1320

GOTO 1320

LFT U=1.64

GOTO 1320

LFT U=1,.96

GOTO 1320

LFT U=2,5R8

RfOTO 1320

REM##e#d COMPUTATION OF VARIANCE FROM PRELIMINARY SAMPLFE
IF Q%="NO® GOTO 3620

PRINT "HAVF PRELIMINARY SAMPLE ITEMS BEEN STORED IN DATAM
PRINT “STATEMENTS (YES OR NO)"3
TNPUT K%

TF K&=WYFS NTHFN 2240

1F KS&=NO" THEN 2040

GO TO 1980

PRINT

PRINT MENTFR VALUES OF PRELIMIMARY SAMPLE ITEMS IN DATA STATE=-"
PRINT WMENTS = AUDITED VALUE+BOOK VALUE =~ AS FOLLOWS. LINE NUMBER
RANGE MUSTH

PRTNT "BF FROM 1 TO 999, SEPARATE ALL VYALUES BY COMMASS MAKE"
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2080,
2090,
2100,
2110,
2120,
2130,
2140,
2150,
2160,
217n,
2180,
2190,
2200,
2210,
2270,
2230,
2240,
2250,
2260,
2270,
27280,
2790,
2300.
2310,
2320.
2330,
2340,
2350,
?360.
2370,
2380,
2390,
2400,
2410,
2420,
2430,
2440,
2450,
2460,
2470,
2480,
2490,
2500,
2510,
2520.
2530,
2540,
2550,
2560,
2570,
2580,
2590,
2600,
2610,

162

PRINT WSURF THAT THF LAST VALUE ON A LINE IS NOT FOLLOWFD BY A "
PRINT MCOMMA W

PRINT

PRINT # LLL DATA V(1) o V(?) 5 V(3)s o o o o V(NI

PRINT

PRINT o WHERE LLL REPKESENTS A LINE NUMBER IN THE RANGE®
PRINT # 1 TN 999,n

PRINT ® V(N) REPRESENTS A SAMPLE ITEM ENTERED TN THE®
PRINTW DATA STATEMENT."

PRINT

PRINT ®“DURING RUNNING OF THIS PROGRAM YOU ARE ASKED THE SIZFn
PRINT H"QOF THF PRELIMINARY SAMPLE., MAKE SURE THAT THF MNUMBER"
PRINT "YOU ENTFR AT THAT TIME IS THE SAME AS THE NUMRFR OF ©
PRINT ®nSAMPLE ITEMS FNTERED IN THE DATA STATEMENT,."

PRINT

GOTO 4160

LFT J=0

LET X1=0

LFT X2=0

LET Y1=0

LET Y2=0

LET D1=0

LET D2=0

LET 77=0

FOR Ka=]1 TO N1

REAND 79478

LET J=J+1

LET X1=X1+Z9

LFET X?2=X2+Z91(2

LFT Yi=Y1+78

LET YP=Y2+78|2

LET D1=D1+(Z9-2Z8)

LET D2=D2+(29-728) 12

LET 27=27+(29%78)

NMEXT KB

REMuaaadEND OF DATA STATEMENT READ

IF J=MN1 GOTO 2480

PRINT

PRINT USING 24709 Nleo J

*WARNTING==SAMPLE STZE GIVEN AS ##8#3 #Hu## SAMPLE ITEMS ENTERED
LET RI=X1/Y1

LET C=XP=(2%#R1%#727)+ (R]112%Y2)

LET C&=C3/(N1-1)

LET C==D1/N1

LET C&=N1I#CS|2

LET €C7=(D2=-C6)/(N1=1)

LET S1=SQR(C7)

LFT V1=SQPR(C4)

PRINT
PRINT

PRINT “THFE SAMPLE STATISTICS ARE:"™

PRINT

PRINT ® ON THE BASIS OF SAMPLEMN
PRINT » DIFFERENCES RATIOSH



2hR20,
2630,
2640,
2650,
2660,
2AT70,.
2AB0,
2A90,
2700,
2710,
2720,
2730,
2740,
2750,
2760,
2770,
2780,
27190,
2R0N,
2810,
2R20,
2830,
2840,
2850,
2860.
2R70.
2880,
2890,
2900.
2910,
2920,
2930,
2940.
2950.
2660,
2970,
29R0,
29940,
3000,
3010,
30720,
3030,
3040,
3050,
3060,
3070,
3080,
3090,
3100,
3110.
3120,
313n,
3140,
3150.

PRINT USING

PRINT USING

PRTINT USING

PRINT

PRINMT

REM
LET
LFT
LFT
LFT
LFT
LFT
LET
LFT
LFT
LET
LET
LFT
LFT
LFT
LFT
LET
LET
LET
LET
LFT
LET

COMPUTATION OF POPULATION FSTIMATES

NRI=CR#NP
V3I=(R1#A2)~A2
D6=472+ND3
Wl=(NP2=N1) /N2
Vaz=V3I+A?
W2=SOR(W])
W3=SAR(N])
DE=(S1/w3)#wW2
VE=(V]1/W3) #W2
Ne=Np#NS
Ve=NZ#VS
N7=U#*DA
V7=yU#VAa
NAR=D3+N7
VR=\V3I+V7
Na=D&4+ND7
Voz=zV&e+VT
Pn=Np3=-D7
VNn=V3=V7
E1=D4-N7
F1=V4=V7

IF T=1 GNTON 2940
IF T=2 GOTO 3270

PRINT
PRINT USING
tWITH A RFLTABRILITY OF ###3 ARE AS FOLLOWS:

PRTNT

PRTNT o
PRINT
PRINT ©

PRINT USTING

PRINT #
PRINT USTNG

PRINT USTNG

PRINT USING
PRINT USING

IF L%=

PRINT n

PRINT USING

.
.

2630+C54R1

MEAN
26504CT7eC4

VARIAMCE
26T0+S14V1

STANDARD DEVIATION

POINT FSTIMATE OF THE"
3020+034V3
POPUL ATION DIFFERENCE
POINT FSTIMATFE OF THF"
3080sN4s Va4
POPULATION TOTAL
3070+15,4V5
STANDARD ERROR OF THF MEAN
3090sN69VE
STANDARD FRROR OF THFE TOTAL
3110eD76V7
PRECISION
e GOTO 3200

HUHHBH W

HHBHRBH  #

HUHBuH HH

HUEHHN @

Uty ¥

HUHUUH HY

NWTHE ESTIMATED POPULATION STATISTICS FOR A ONE-SIDED ESTIMATE"®
29604R

ON THE BASIS OF SAMPLF"

UPPER CONFIDENCE LIMIT FORw
31504NR, VS8
POPULATION DIFFERENCE

DIFFFRENCES PATIOS"
HUERBBURE, HRUNNARE,
BUHRHRUY, HRHURUBY,

HHHMNSYE ¥ HUNBUUY  H
HUHRRMEH HHNRHHENY o
HHHBHNRHY, S ETETT T TN
HRBHHNHY, RHNRNBNY
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3160,
3170,
3180.
3190,
3200,
3210,
3220.
3230.
3240,
3250.
3260,
3270.
3280,
3290.
3300.
3310,
3320,
3330.
3340,
3350,
3360,
3370,
3380,
3390,
3400,
3410,
3420,
3430,
3440,
3450,
3460,
3470,
3480,
3490,
3500,
3510,
3520,
3530,
Is4n,
3550,
3560,
3570,
3580,
3590,
3600,
3610,
3620.
3630,
3640,
3650,
3660,
3670,
3680,
3690,

164

PRINT © UPPER CONFIDENCE LIMIT FOR"

H POPULATION TOTAL HEpHuNGY, HHHHENBHY
PRINT USING 3170sF1eF1

GOTO 3560

PRINT LOWER CONFIDENCE LIMIT FORM™

PRINT USING 3220+D0eVO

: POPULATION DIFFERENCE HUEHMNREH, HAeHRBRHY,
PRINT » LOWER CONFIDENCE LIMIT FORM®

PRINT USING 32509E19F1

: POPULATION TOTAL HuBHHANRY, HHBHHUEY,
GOTO 3560
PRINT ®THE ESTIMATED POPULATION STATISTICS FOR A TWO-SINDED ESTIMATF®
PRINT USING 3290sR

tWITH A RFLIABILITY OF ####% ARE AS FOLLOWS:

PRINT

PRINT n ON THE BASIS OF SAMPLEM®
PRINT v DIFFERENCES RaTIOS"
PRINT W POINT FSTIMATE OF THE"

PRINT USING 3350+034V3

: POPULATION DIFFERENCE HEHURENN, HuHREHYH,
PRINT o POINT FSTIMATE OF THfF"

PRINT USING 3380+D4,4V4

: POPULATION TOTAL HUNGHERN . HUBUBHUY,
PRINT USING 3400+DS,VS

: STANDARD ERROR OF THE MEAN HUBBRUR  H Hunngia 4
PRINT USING 3420+D64V6

: STANDARD FERROR OF THE TOTAL HUHUERHHY, HURHGHYH,
PRINT USING 3440¢NT9V7

H PRECISION RHunbane, HuHUBUH,
PRINT W CONFIDENCE INTERVAL FOR"Y

PRINT USING 34704ND0eV0

: POPULLATION DIFFERENCE Huuunndde, T0O Hunuasgd, T0
PRINT USING 3490,D8,V8

: HUauuuny, HU#BnitHY,
PRINT 0 CONFIDFNCE INTERVAL FOR"™

PRINT USING 3520sFE14F1

H POPULLATION TOTAL HENHERER,TO HERHARHY ,TO
PRINT USING 35404D94V9
H HUHBHHES, URHEHHEN,
IF F3="YFS" GOTO 3600
PRINT

PRINT UNOTE?: NEGATIVFE DIFFERENCES REPRESENT AN OVERSTATFMENT IN"
PRINT n THE BOOK AMOUNT"

PRINT

PRINT

GOTO 4030

RFM INPUT OF SAMPLF TOTALS WHERE DETAILS NOT SPECIFIED

PRINT "wHAT IS THE TOTAL OF THE SaAMPLF AUDITED VALUES"

INPUT X1

PRTNT

PRINT YWHAT IS THF TOTAL OF THE SQUARES OF THE SAMPLFE AUDITED VALUFS"
INPUT X2

PRINT

PRINT "WHAT 1S THE TNTAL OF THE SAMPLE BOOK VALUES"



3700,
3710,
3720.
3730,
3740,
3750,
3740,
3770,
3780,
3790,
3800,
3810,
3a20,
3R30,
3840,
3880,
3840,
3870,
3880,
3890,
3900,
3910,
3920.
393n.
3940,
3950,
3960,
3970 L ]
3980,
3990,
4000,
4010,
4020,
4030,
4040,
4050,
4040,
4070,
4080,
4090,
4100,
4110,
4120,
4130,
4140,
4160,
4170,
4180,

INPUT Y1

PRINT

PRI~T “wHAT 1S THE TOTAL OF THE SQUARES OF THE SAMPLFE ROOK VALUES!
INPUT Y2

PRINT

PRINT "wHAT IS THE TOTAL OF THF SAMPLE OIFFERENCES"

INPUT DI

PRINT

PRINT uwAnAT IS ThE TOTAL OF THE SQUARES OF THE SAMPLE DIFFERENCESH
TNPUT D2

PRIMT

PRINT awHAT IS THKE TOTAL OF THE CROSS=-PRODUCTS OF THF SAMPLE®
PRINT wAUIDITED AND R0O0K VALUFSH

TNPUT 27

GOTO 2480

REM N1=COMPUTED SAMPLF SIZF

RFM N2=zPOPULATION SIZF

RFM X1=SAMPLF ITEM AUDITED VALUE

RFM Y1=SAMPLF ITEM ROOK VALUF

REM XxP2=SaAMPLF ITEM AUDITED VALUE SQUARED

RFM Y2=SAMPLF JTEM ROOK VALUF SQUARED

RFM RI=RATTO OF SUMS OF SAMPLE ITEM AUDITED AND ROOK VALUES
REM Y3=POPULATION VALUFE

RFM R=RELTARILITY %

RFM U=NOPMAL NFVIATF OF R

RFM S1=STANDARD DFVIATION

RFM T=ONF=-SINEN/TaN=SINED OPTION

RFM C1=CQ=COMPUTATIOMAL ¢ORK FIELDS

RFM 71=7A=SAMPLE wORK FIELNS

RFM D1=SAMP|.F ITEM DIFFERENCF

REM N2=SAMPLF ITE™ DIFFEREMCE SQUARED

RFM N2=03y3=03wl=3F13F1=COMPUTATIONAL FIELDS
REM QF=SAMPLF ODETAILS/TOTALS OFTION

IF Q&-UNOW GOTO 4120
PRINT MSUM OF XMyX]
PRINT USUM OF Y"YaeY])
PRINT nNSUM (OF NULN1
PRINT M"SUM OF X SIRM4X2
PRINT MSUM OF Y SAQRMN,Y?2
PRINT #SHM OF D SORY,ND?
PRINT USLIM OF XYW,77
PRINT

PRINT

PRINT "PROGRAM COMPLETF"
PRTINT

FAN
REM

K®*=DATA STORAGF TEST

RFM L%=UPPFR/LOWER LIMIT OPTION
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