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ABSTRACT

Extracting spectral information via inversion from Quantum Monte Carlo sampled data is a difficult task. There is a need to analytically continue noisy and often incomplete imaginary-time data into the full complex domain. A new approach is proposed that uses the quantum fluctuations of spin momenta to regularize the inversion. A one-dimensional Heisenberg chain in the presence of a transverse field is first encoded with synthetic data representing several classes of spectral functions and then run through a Density Matrix Renormalization Group algorithm to find its ground state. This solution corresponds to a probable, high quality solution to the inversion. Using optimization constraints and sampling techniques, forward model spectra are replicated by inversion that capture distinguishing characteristics that are often washed out in methods that favor smoothed out solutions.
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1 MOTIVATION

A well-established field of condensed matter physics is the study of quantum many-body systems. Exact analytical solutions are extremely difficult in systems of more than a few strongly interacting particles, leaving the bulk of analysis to numerical methods and brute force approximations. Of the interesting quantities one might want to measure, time-shifted correlation functions, which probe dynamical processes such as transport, are some the most challenging to tackle.

Of the approximation methods available to the quantum many body physicist, we focus on Quantum Monte Carlo (QMC) simulations, which are carried out using stochastic sampling. While QMC methods produce asymptotically exact results for correlation functions, the data produced is in the domain of imaginary time, $\tau$. Recovery of the real-time properties requires a Wick rotation $\tau \to i\tau$. The final product we are interested in is generally the spectral function appearing in the Lehman representation of the real-time function’s Fourier transform. This is the object that contains many of the key physical properties of the system as a whole.

Accordingly, having a reliable method by which to extract real-valued data from imaginary-time output is important. Unfortunately, this process is known to be an ill-posed inversion, and it is highly unstable with regard to an incomplete and noisy data set.

The relationship between the imaginary time correlation function $G(\tau)$ and its real-valued spectral representation $A(\omega)$ takes the form of the Fredholm equation,

$$G(\tau) = \int d\omega K(\tau,\omega)A(\omega).$$

(1.1)

This linear integral equation can be discretized and inverted in the obvious way ($A = K^{-1}G$), but the results are generally unsatisfactory; in particular, we note the breakdown of the positivity condition ($A \geq 0$).

Many tools have been developed to effect the transformation from the imaginary- to real-time
domain. In one form or another, each one of these tools require a means to regularize the unstable inversion. Most are ad hoc and work situationally with varying degrees of effectiveness, and the quality of their extracted spectral functions is difficult to assess [31, 47]. Methods used to improve the spectral extraction include various forms of least squares fitting to functions, analytic summation over Matsubara frequencies, and Padé approximants [29]. Several algorithms that involve averaging over all spectra consistent with the given data have also been developed [60]. The most popular approach, however, is the Maximum Entropy Method (MEM), a Bayesian statistics-based method which finds the single most probable solution amongst a continuous family of solutions [31].

Each method has its drawbacks. The methods that regularize the inversion most aggressively tend to produce overly smoothed results, in which sharp features in the spectral transform are obscured. Since we are often looking for sharp peaks or gap edges, it’s important to maximize our ability to distinguish such features and not to smear them out. Other approaches are slow to achieve convergence or are overly sensitive to the accuracy of input data.

The stochastic analytic method, introduced by Sandvik and refined by Beach, formalizes a promising averaging approach, deriving a connection to the rigorous statistical considerations of the MEM [5, 55]. The result is a technique that solves the analytic continuation problem by means of a classical, constant-temperature thermodynamic ensemble whose mean field limits reduce to that of the MEM, with some dependence on the details of the sampling [5].

This methodological branch has shown results that rival that of the MEM, with the progression of techniques to resolve spectral features through the optimization of adjustable constraints [26].

My area of research takes inspiration from this approach but applies quantum rather than thermal fluctuations. The idea is to map the analytic continuation solution to a 1D Heisenberg spin chain with long-range interactions and solve for its spin profile in the ground state. This approach takes advantage of the fact that the ground state can be determined efficiently within the framework of Matrix Product States (MPS) by way of the Density Matrix Renormalization Group (DMRG) algorithm. A mapping then connects the measured spin profile to the desired spectrum.
The goal of this branch of physics is to investigate the properties of a system of many interacting particles. This can be by means of thermodynamic, quantum, spectroscopic, or numerical functional means, expanding the breadth of knowledge of microscopic physics which, in principle, govern all materials small and large.

These systems can be described by the many-body wave equation

$$\Psi(x_1, x_2, ... x_N, t),$$

which is a solution of the well-known Schrodinger equation [1]

$$\left[-\frac{\hbar^2}{2m} \sum_j \nabla_j^2 + \sum_{i<j} V(x_i - x_j) + \sum_j U(x_j) \right] \Psi = i\hbar \frac{\partial \Psi}{\partial t},$$

with $V$ being the potential, $m$ the individual particle mass, $x_i$ the location in a lattice, and $\hbar$ Planck’s constant with the value $1.05457 \times 10^{-34}$ m$^2$ kg/s.
Qubit system dimensionality

\[
\begin{array}{c|c}
 n & d = 2^n \\
\hline
 1 & 2 \\
 2 & 4 \\
 3 & 8 \\
 4 & 16 \\
 \vdots & \vdots \\
 10 & 1024 \\
\end{array}
\]

Table 1: Qubit dimensionality of a qubit system with \( n \) degrees of freedom.

Any pertinent information about the system is expected to be present within its wavefunction, only a step away from being obtained by solving the Schrödinger equation. However, the complexity of the problem due to its dimensionality rapidly makes this an intractable problem in even the simplest of cases.

Take the case of a two-state system of objects. In its classical form, the dimensional scaling of such a system would obey the direct sum rule, where if \( d_1 \) is the dimension of the space representing 1, \( d_2 \) that of system 2, and so on, the total dimensionality of the whole system is

\[
d_1 \bigoplus d_2 \bigoplus \cdots \bigoplus d_n. \tag{2.3}
\]

On the other hand, for a quantum system such as one with levels defined by a simple spin up (↑) and a spin down (↓), the dimensionality of the composite system obeys the product rule

\[
d_1 \bigotimes d_2 \bigotimes \cdots \bigotimes d_n. \tag{2.4}
\]

The system as a whole is a superposition of the individual \( n \) systems. The Hilbert space that spans the system has a total dimensionality \( D = d^n \), where \( d \) is the dimension of individual system. So for the two state quantum case, the Hilbert space \( D = 2^n \).

In the case of what would be considered a reasonably small \( n \) of 10, the dimensionality of such a Hilbert space is 1024.

The exponentially scaled complexity of many body problems is readily apparent even in such a simple example. Approaching dimensionally more complicated Schrödinger equations
by exact means is nearly impossible. There are simply too many variables and even the most powerful computers have only so much processing power.

For many-body systems, the number of particles is not simply in the thousands, but approaches scales of $10^{23}$. Similarly, time (s) and length (m) scales are in the $10^{15}$ and $10^{-8}$, respectively. The gulf between classical and quantum is a chasm measurable not only through instrumentation, but by sheer computational complexity.

It’s obvious that additional approaches are necessary through bold approximations and other numerical means. Much of computational condensed matter study is dedicated to the development and refinement of such algorithms, ranging from the various flavors of Quantum Monte Carlo (QMC) sampling to that of Density Matrix Renomalization Group (DMRG) approximation.
3 QUANTUM FIELDS

From the need for the development of a language necessary to approach the complex many-body problem lies the concept of the quantum field operator.

A quantum field is the quantum analogue to the classical field \( \phi \), but instead of being an operator that distinctly describes matter, we can picture a quantum field to be a generalization of matter itself at different frequencies, ie at certain special eigenstates they add or subtract particles in a system [23]. As such, quantum fields can be thought of as undergoing continuous quantum fluctuations. Quantum fluctuations consist of quantized packets of \( E = h\omega \), a result of the uncertainty principle

\[
\Delta E \Delta t \geq \frac{\hbar}{2}, \tag{3.1}
\]

which expresses the uncertainty of the energy and time of a particle.

Quantum fluctuations are random changes in the energy of a point in space. They’re energetic bursts in space-time responsible for such effects such as the Casimir effect and phase transitions in exotic quantum material [22].

The concept of the quantum field is related to that of the second quantization representation of a quantum system. While first quantization allows for the transition from the classical world to the quantum by means of replacing the classical momentum and position operators

\[
E \rightarrow i\hbar \frac{\partial}{\partial t}, \tag{3.2}
\]
\[
p \rightarrow -i\hbar \frac{\partial}{\partial x}, \tag{3.3}
\]
and the Poisson brackets which relate canonical conjugate values with the commutator

\[ [x, p] = i\hbar, \] 

(3.4)
of which non-commutative relations lead to uncertainty.

Second quantization extends this to the realm of many body systems with large numbers of degrees of freedom. It does so by representing the wavefunction as a field operator itself.

An example is the classical string, described by a displacement field \( \rho \) and a transverse momentum field \( \pi \). Its classical Hamiltonian is

\[ H = \int dx \left[ \frac{T}{2} (\nabla \phi(x))^2 + \frac{1}{2\rho} (\pi(x))^2 \right], \]

(3.5)
where \( T \) is the tension of the string and \( \rho \) the mass density. Imposing the canonical commutative relation

\[ [\rho(x), \pi(y)] = i\hbar \delta(x - y) \]

(3.6)
defines the degrees of freedom of the system continuously through space.

For bosons and fermions, respectively, second quantization describes quantum fields through non-zero commutation relation between particle fields and their complex conjugates.

fermions: \( \{\psi(x), \psi^\dagger(y)\} = \delta(x - y), \)

(3.7)
bosons: \( [\psi(x), \psi^\dagger(y)] = \delta(x - y). \)

(3.8)
Consequently, bosonic physics derive from the algebra of commutation operations, and fermionic physics from that of anti-commutation operations. This wavefunction-to-operator transformation can further be extended to describe the creation and destruction of particles in a many body system.

Consider a state devoid of particles, in a state \( |0\rangle \) deemed vacuum. An annihilation operation by an annihilator \( \psi(x) \) would yield nothing:
\[ \psi |0\rangle = |0\rangle. \quad (3.9) \]

However, the creation operator \( \psi^\dagger (x) \) increments the number of particles by one,

\[ \psi^\dagger (x_1) |0\rangle = |x_1\rangle. \quad (3.10) \]

Extending this to a \( N \)-particle system leads to the simplified representation

\[ |x_1 x_2 \ldots x_N\rangle = \psi^\dagger (x_N) \psi^\dagger (x_2) \psi^\dagger (x_1) |0\rangle, \quad (3.11) \]

where \( x^i \) denotes the site index for the \( i^{th} \) particle, a simple trick of bookkeeping. Similarly, its conjugate takes the form

\[ \langle x_N \ldots x_2 x_1 | = \langle 0 | \psi (x_1) \psi (x_2) \ldots \psi (x_N). \quad (3.12) \]

The wavefunction \( |\psi_N\rangle \) of a \( N \)-particle system is then \( \langle x_N \ldots x_2 x_1 |N \rangle \) which simplifies to

\[ \psi (x_1 x_2 \ldots x_N) = \langle 0 | \psi (x_1) \psi (x_2) \ldots \psi (x_N) |N\rangle. \quad (3.13) \]

Therefore, the operators \( \psi (x_i) \) represent matrix elements which contain all of the information of the quantum field, preserving exchange symmetry and total \( N \).
4 CORRELATION FUNCTION

The two-point correlation function, often referred to as a propagator, is the expectation value of the time-ordered product of two field operators,

$$G(t) = -\langle T[\hat{O}(t)\hat{O}^\dagger(0)]_\pi \rangle.$$ \hspace{1cm} (4.1)

These operators are made up of wave functions in the second quantization representation, as described in the previous chapter. In the interaction picture, their time dependence is given by

$$\hat{O}_I(t) = e^{iH_0 t} \hat{O} e^{-iH_0 t},$$ \hspace{1cm} (4.2)

where $H_0$ is the non-perturbation portion of the Hamiltonian,

$$H = H_0 + H_I,$$ \hspace{1cm} (4.3)

and $H_I$ is the portion of the Hamiltonian from particle interactions [6]. The time ordering is described formally by Dyson’s formula, i.e., the operators are arranged sequentially from right to left.

Numerically, the correlation function represents expectation values of a time ordered product of a string of fields. These expectation values are coefficients of the Taylor expansion of the vacuum-to-vacuum transition amplitude in the presence of an external field [61].

By Wick rotation, which involves the substitution $t \rightarrow -i\tau$, one obtains the imaginary-time correlation function, which is the central quantity of interest in this dissertation. In general, Quantum Monte Carlo simulations provide accurate estimates of $G$ for a finite set of imaginary time points $\tau_1, \tau_2, \ldots, \tau_m$.

The imaginary time correlator $G(\tau)$ satisfies the (anti-)periodicity relation $G(\tau+\beta)$, where the upper sign holds for fermionic systems and the lower for bosonic. Since $G(\tau)$ is completely
defined in the time interval $\beta$, an equivalent representation of the correlation function is given by the Fourier transform

$$G(\tau) = \frac{1}{\beta} \sum_{\omega_n} e^{-i\omega_n \tau} G(\omega_n), \quad (4.4)$$

$$G(\omega_n) = \int_0^\beta d\tau e^{i\omega_n \tau} G(\tau), \quad (4.5)$$

at Matsubara frequencies

$$\omega_n = \frac{(2n + 1)\pi}{\beta} \quad (4.6)$$

for fermion operators and

$$\omega_n = \frac{2n\pi}{\beta} \quad (4.7)$$

for bosonic operators.

Assuming $G(\omega_n)$ is well-behaved—which is to say that $\langle \hat{O} \hat{O}^\dagger \pm \hat{O}^\dagger \hat{O} \rangle < \infty$ is bounded—the Fourier components can be written in the functional form

$$G(z) = \int_{-\infty}^{\infty} d\omega \frac{\rho(\omega)}{2\pi} \frac{\omega - z}{z}, \quad (4.8)$$

where the function $\rho(\omega)$ is positive definite and real. $G(z)$ is analytic everywhere in the complex plane, with the possible exception being along the real axis; the definition is chosen to establish the correspondence $G(i\omega_n) = G(\omega_n)$. The formal evaluation of the expression amounts to an imaginary path integral in the presence of branch cut discontinuities at $z = \omega$, corresponding to a jump in $G(z)$ and a non-zero value of $\rho(\omega)$; specifically,

$$G(\omega + i0^+) - G(\omega + i0^-) = \pm \rho(\omega). \quad (4.9)$$

If there exists a countably infinite number of points along the imaginary axis, $G(z)$ can be uniquely extended to the entire complex plane by the principle of analytic continuation [5]. Identifying $G(\omega_n) = G(i\omega_n)$, the Matsubara-defined propagator becomes

$$G(\omega_n) = \mp \int \frac{d\omega}{2\pi} \frac{\rho(\omega)}{i\omega_n - \omega}, \quad (4.10)$$
Figure 2: Branch-cut discontinuity at $z = \omega$, resulting in a jump in $G(z)$ over the real axis. $G(z)$ is analytic everywhere except at similar real-valued points.
Fourier transforming back to the imaginary time representation and summing over the Matsubara frequencies yields \[55\]

\[
G(\tau) = \mp \int d\omega \frac{e^{-\omega \tau} \rho(\omega)}{2\pi e^{-\beta \omega} \pm 1} = \int d\omega K(\tau, \omega) A(\omega),
\]

(4.11)

where the kernel \(K(\tau, \omega)\) is defined as

\[
K(\tau, \omega) = \frac{e^{-\omega \tau}}{e^{-\beta \omega} + 1} \text{ (fermions),}
\]

(4.12)

\[
K(\tau, \omega) = \frac{\omega e^{-\omega \tau}}{e^{-\beta \omega} - 1} \text{ (bosons).}
\]

(4.13)

The real-valued spectral function \(A(\omega)\) takes the form \(\rho(\omega)/2\pi\) for fermions and \(\rho(\omega)/2\pi \omega\) for bosons. \(A(\omega)\) is positive definite and the main quantity of interest. It obeys the property \(\int_\infty ^\infty d\omega A(\omega) = \text{constant} < \infty\). \(A(\omega)\) provides information about the excitations of the system and can be considered a generalized density of states [61].

The problem thus becomes inverting the Fredholm equation \(\int d\omega K(\tau, \omega) A(\omega)\) in order to
obtain \( A \). In matrix notation:

\[
A = K^{-1}G. 
\] (4.14)

This type of inversion problem is a ubiquitous one, appearing in areas far from those strictly associated with analytical continuation. Examples include the recovery of variety of impurity traps from ESR data, to practical applications such as medical X-ray and impedance tomography [60]. In each case, the mission is to recover relevant data given related information that might be noisy or incomplete.

However, the inversion is a notoriously difficult one for a number of reasons, primary of which is that the problem itself is ill-posed.

While the forward model \( G = KA \) is well-behaved such that a given \( A \) results in an specific \( G \), the inverse is not. There is often no unique \( A \) given a set of \( G \) data. In the event noisy or incomplete correlation data, there can be an infinite number of solutions for \( A \) given a single \( G \). Furthermore, the inversion typically overfits noise in the high-frequency range.

In addition, the kernel matrix \( K \)'s condition number is extremely large. Exponentially large and small eigenvalues with respect to \( \beta \) exist, making it difficult to obtain an accurate spectra of solutions that fit any predetermined criteria.

Because of these issues, tackling the inversion of the analytic continuation problem has historically centered around finding the best way to regularize the inversion, especially in the extreme frequency modes. There is no shortage of methods.

The simplest, most intuitive revolves around regularization of the form

\[
A_j = \sum_k (K_{kj} + \lambda \delta_{kj})^{-1}G_k, 
\] (4.15)

which has the effect of suppressing high frequency modes with eigenvalues of the order of \( \beta \) or smaller. The drawback is a loss of fine structure information of the spectral function, spurious or not. Such attempts at this type of regularization also fail to preserve the condition of \( A(\omega) > 0 \).

Other methods of solving include least-squares and Pade approximation. Each of these methods offer promising results, but in very specific systems that can not be applied in any way
generally. Some run into sign problems which make numerical calculations intractable [50].

For these numerous reasons, one cannot strictly search for a unique $A$ given a set of data in $G$, but must often instead attempt to find a best fit solution, or set of solutions from which an optimal solution can be distinguished.
5 METHODS OF ANALYTIC CONTINUATION

Figure 4: Ill-posedness of the analytic continuation problem. The forward model $G = KA$ yields a single solution in the top figures. The inversion is distorted by noise in $G$, which is amplified during the inversion, as seen in the figures on the bottom [58].

5.1 Bayesian Inference

The statistical foundation for the most prevalent methods of analytic continuation, including the Maximum Entropy Method, is Bayesian inference [30, 59].

Bayes' theorem states that, given two events $a$ and $b$, the joint probability is

$$\Pr[a, b] = \Pr[a|b] \Pr[b] = \Pr[b|a] \Pr[a],$$

where $\Pr[a]$ is the probability of $a$, $\Pr[a|b]$ is the conditional probability of $a$ given $b$, and $\Pr[b|a]$ is the conditional probability of $b$ given $a$.

From this starting point and integrating over all of $b$,
\[ \Pr[a] = \int \, db \, \Pr[a|b]. \quad (5.2) \]

Since it is assumed that \( a \) must definitively occur at some point in this situation, normalization conditions are

\[ 1 = \int \, da \, \Pr[a], \quad (5.3) \]
\[ 1 = \int \, da \, \Pr[a|b]. \quad (5.4) \]

Making the connection to analytic continuation, the two events \( a \) and \( b \) are the functions \( \overline{G} \) and \( A \), where \( \overline{G} \) is the calculated value of the correlation function and \( A \) is its true spectral representation. What is sought is the \( \overline{G} \) that maximizes the joint probability of \( \overline{G} \) and \( A \).

We define \( \Pr[\overline{G}|A] \) to be the likelihood function, or the joint probability of \( \overline{G} \) being the correct correlator given the true spectrum \( A \). \( \Pr[A|\overline{G}] \) is the posterior probability, which is the revised probability of finding the correct spectrum given new information about \( \overline{G} \). \( \Pr[\overline{G}] \) is the evidence, or probability of any solution \( \overline{G} \), independent of \( A \), while \( \Pr[A] \) the prior probability of obtaining the correct spectrum, based on any previously known information. Taking

\[ \Pr[\overline{G}|A] = \Pr[A|\overline{G}] \Pr[A]/\Pr[\overline{G}], \quad (5.5) \]

integrating over \( A \), and applying normalization conditions leads to

\[ \Pr[\overline{G}] = \int \, dA \, \Pr[A|\overline{G}] \Pr[A], \quad (5.6) \]

where the evidence is treated as a normalization constant.

The initial criteria for a solution \( \overline{A} \) is one that maximizes the posterior probability, which becomes a problem of specifying the likelihood function and prior probability.

The advantageous part of this approach is that the latter two quantities can be made by reasonable assumptions or by prior knowledge. What’s left is choosing an appropriate optimization technique to find the best out of these possible solutions.
5.2 Maximum Entropy Method

The most widely used method at solving the analytic continuation problem is the Maximum Entropy Method (MEM). MEM is a Bayesian inference based optimization technique in which a solution is selected that extremizes a linear combination of goodness-of-fit and entropy terms.

In the case of the analytic continuation problem of QMC data, suppose that the result of sampling is a correlation function $G$ with statistical error defined as

$$\bar{G}(\tau) = G(\tau) + \text{noise}. \quad (5.7)$$

The goodness-of-fit function is

$$\chi^2 = \int_0^\beta \frac{d\tau}{\sigma^2(\tau)} \left( \int_{-\infty}^{\infty} d\omega K(\tau, \omega) A(\omega) - \bar{G}(\tau) \right)^2. \quad (5.8)$$

$\chi^2$ measures how closely the sampled correlation function matches that of the forward model $G$ generated from $A$, and $\sigma^2(\tau)$ is the variance of each measurement in $\tau$.

The associated entropy (Shannon) is

$$S[A] = -\int d\omega A(\omega) \ln \frac{A(\omega)}{D(\omega)}, \quad (5.9)$$

which quantifies the information gained due to spectral deviations from the default model $D(\omega)$. The default model is a smooth function that serves as the reference entropy configuration of the spectral function. Any prior information about the spectral function can be encoded in $D(\omega)$.

Instead of strictly minimizing $\chi^2$ as in other numerical schemes, MEM attempts to minimize the quantity $Q = \chi^2 - \alpha^{-1} S$, where $\alpha$ is a parameter that controls the degree of regularization, and the entropy terms serves to reduce the probability of solutions that offer little in the way of new information. The minimization of $Q$ is an optimization problem performed using a variation of gradient descent. The Bayesian likelihood of any spectral function being the true solution is equal to $P(A|\bar{G}) \propto e^{-Q} [59]$.

Exact solutions are found in the two limits of $\alpha$. For $\alpha \to \infty$, $Q = \chi^2$, and the solution which minimizes $\chi^2$ turns out to be that of the noisy, unregularized spectrum ($A(\omega) = \bar{A}(\omega)$).
For $\alpha \to 0$, the entropy term dominates ($Q = -S$), and the spectrum is that of the default model, minimizing the amount of new information.

For intermediate values of $\alpha$, there exists a family of solutions between these two extremes, and an additional condition must be imposed to obtain a single spectrum. Between the over-fitting of $\alpha = \infty$ and the over-smoothing of $\alpha = 0$ lies some optimal range of $\alpha$ [55].

5.3 Stochastic Analytical Method

While classic MEM is firmly based in statistical considerations, a fatal weakness of the approach is its tendency to either overfit data or be biased towards smooth solutions, thereby washing out features of interest.

The Stochastic Analytical Continuation (SAC) approach attempts to avoid these pitfalls by taking a weighted average over all likely spectra. It has been argued that the SAC mean field configuration corresponds to the MEM approach.

Introduced by Sandvik [5], then refined by Beach [55] and others, the SAC averages across all spectra in an unbiased manner by way of thermal fluctuations. The result is spectra that preserves distinguishing characteristics that are often averaged out by MEM and other methods.

Rather than maximizing $P(A|G)$ via $Q$, all possible spectra are weighted by an analog fixed-temperature partition function $Z = \sum_n e^{-\beta H_n}$, where $\beta$ serves as an inverse temperature parameter, and then taking a mean field approach to $n$ to find a final solution.

In anticipation of its default model connection, an arbitrary kernel is labeled $D$ and defines a classical field $n(x)$ by a mapping onto a unit interval $[0,1]$:

$$\phi = \frac{1}{m} \int_{-\infty}^{\infty} dv \, D(v),$$

where, like $A$, $D$ obeys the normalization condition $m = \int_{-\infty}^{\infty} d\omega \, D(\omega)$ and is positive definite. Taking $D = m(d\phi/d\omega)$, $n(x)$ is defined

$$1 = \frac{1}{m} \int d\omega \, A(\omega) = \int d\phi \, \frac{A(\omega)}{D(\omega)} = \int_0^1 dx \, n(x)$$

under the change of variables $d\phi = dx \cdot n(x) = A(\omega)/D(\omega)$, and is dimensionless and
wholly defined in the unit interval.

Letting $mK(\tau, \omega) = K(\tau, x)$, the goodness-of-fit $\chi^2$ is thus treated as a Hamiltonian

$$H[n] = \int_0^\beta \frac{d\tau}{\sigma^2} \left[ \int_0^1 K(\tau, x)n(x)dx - \overline{G}(\tau) \right]^2. \quad (5.12)$$

If the system is held at a constant fictitious temperature, the thermally averaged field is

$$\langle n(x) \rangle = \frac{1}{Z} \int dn \, n(x) e^{-\beta H_n}. \quad (5.13)$$

This results in a spectrum of the form

$$\langle A(\omega) \rangle = \langle n(x) \rangle D(\omega) \quad (5.14)$$

$\langle n(x) \rangle$ represents a single-parameter family of solutions which has limits that match those of the MEM. At zero temperature, or $\alpha \to \infty$, the solution is the lowest lying field configuration, analogous to the noisy, unregulated MEM limit. Conversely, in the high temperature limit $\alpha \to 0$ the solution is that of unweighted average over all possible configurations. This represents the no-information MEM default model limit, where $A = D$. 
6 QUANTUM FLUCTUATION (QF) METHOD

My area of research involves taking the SAC approach, but instead of using thermal fluctuations with mean-valued classical fields, mapping the analytic continuation problem to a finite-dimensional quantum system. Specifically, I apply the problem to a one-dimensional lattice model, where the tools of quantum mechanics and quantum information can be used to extract real-valued results from imaginary-time data.

There are several advantages to such an approach. The second quantization approach transforms the wavefunction of a complicated, high-dimensional quantum system to one of operator fields that are easy to track, all the while preserving the underlying properties of Hilbert space through the (anti-)commutative algebra of creation and annihilation operators [34].

Instead of taking a classical averaging approach in the manner of the SAC, the tools of quantum mechanics provide a readily available analogue through the concept of the expectation value,

\[
\langle \phi \rangle = \text{Trace}(\rho \phi) = \sum_i p_i \langle \psi_i | \phi | \psi_i \rangle,
\]

where \( \rho = \sum_i p_i | \psi_i \rangle \langle \psi_i | \) is the density matrix and \( p_i \) the eigenvalues of the state \( | \psi \rangle \).

What is left is to build the proper quantum mechanical model that will provide the fluctuations necessary to regularize the analytic continuation inversion.
6.1 Heisenberg Model

The ideal quantum model to represent this system of quantum fluctuations is a version of the Heisenberg model that incorporates Ising interactions and an external field [18, 21].

The spin-1/2 Heisenberg model is a statistical mechanical one in which each lattice site is occupied by a single spin degree of freedom, a magnetic moment that either points up or down \{↑, ↓\}.

It is a model adept at describing the exchange interactions between spins and therefore convenient for ferromagnetism, the strongest type of magnetism in which all magnetic dipoles orient in the same direction along a particular degree of freedom [14].

![Figure 6: Ferromagnetic alignment in one of two degenerate states. In its ground state configuration, all spins align to minimize the energy of the system due to the sign of J.](image)

In particular, a ferromagnetic system has a non-zero magnetization \( M \neq 0 \) in the presence of a vanishing external magnetic field \( B \to 0 \).

The Hamiltonian of the Heisenberg system is

\[
H = - \sum_{ij} J_{ij} \hat{S}^z_i \hat{S}^z_j - \sum_i B^z_i \hat{S}^z_i, \tag{6.2}
\]

where the indices \( i \) and \( j \) refer to sites on a lattice, \( \hat{S}_i \) denotes the spin-1/2 operators at each site, \( B_i \) is the field strength at site \( i \), and the exchange coupling term \( J_{ij} \) favors spin alignment for \( J > 0 \) and anti-alignment for \( J < 0 \).

Note that quantities such as the magnetic moment \( \mu \), the Lande g-factor, and the Bohr magnetron \( \mu_B \) have been absorbed, resulting in \( B \)-fields with units of energy.

The model can be defined on any lattice, but for the purposes of this paper will be limited to a one-dimensional lattice where \( x_1 \neq x_N \), defining a spin chain with free endpoints [7].
Spin components on the same lattice sites obey the standard angular momentum commutation rules

\[ [S^a_i, S^b_j] = i\hbar\epsilon_{abc}S^c_i. \] (6.3)

The projection of \( S_i \) in the \( z \)-direction take values of \( m_s \in \{\frac{1}{2}, -\frac{1}{2}\} \).

For two interacting spin operators, the maximum eigenvalue for \( \langle S_i \cdot S_j \rangle \) is \( S^2 \), where

\[ S_{\text{tot}} = S_i + S_j, \] (6.4)

leading to

\[ S^2 = S_i^2 + S_j^2 + 2S_i \cdot S_j, \] (6.5)

with \( S_{\text{tot,max}} = S_{i,\text{max}} = S_{j,\text{max}} = 2S \) and \( S_i^2 = S_j^2 = S(S = 1) \) resulting in the equality

\[ \frac{1}{2} [2S(2S + 1) - S(S + 1) - S(S + 1)] = S^2. \] (6.6)

The number of spins on the chain is defined \( N = L/a \), where \( L \) is the total length of the chain and \( a \) the spacing between spins.

The Hamiltonian is invariant under \( Z_2 \) symmetry when \( B = 0 \). In the presence of a field in the \( x \)-direction, spin exchange symmetry is broken and ground state degeneracy lifted due to Zeeman effects [11].

For this particular one dimensional model, we assume the absence of interactions in the \( x \)- and \( y \)-directions (\( J_{ij}^x \neq J_{ij}^y = J_{ij}^z = 0 \)), and a \( B \)-field presence in only the \( x \)- and \( z \)-directions.

Consequently, the non-commuting transverse term in the \( x \)-direction introduces quantum fluctuations in the model, responsible for a quantum phase transition from an ordered ground state to a disordered paramagnetic phase at a critical value \( B^x_c \) [9, 20, 56].

Below this critical field value, there exists two degenerate ground states with ferromagnetic ordering with all spins pointing up or all spins pointing down [3, 8].

Above \( B^x_c \), fluctuations are responsible for an exponentially small energy gap \( \Delta \) between the
two lowest lying energy states.

Extending the model further, we can assume that at each site there is small free energy
associated with the field operator in the order $\gamma \approx \hbar k$, where $k$ denotes the angular wavenumber.
Inserting this dispersion term into the Hamiltonian, and absorbing $\hbar$ and $k$ so $B^z$ will have units
of energy, leads to a generalized Hamiltonian of the form

$$H = - \sum_{ij} J_{ij} \hat{S}^z_i \hat{S}^z_j - \sum_i B^z_i \hat{S}^z_i - \sum_i B_i \hat{S}^x_i. \quad (6.7)$$

6.2 Quantum Fluctuation Hamiltonian

With the Heisenberg chain defined in terms of its Hamiltonian, we return to the classical
field Hamiltonian of the stochastic analytic approach

$$H[n] = \int_0^\beta d\tau \int_0^1 K(\tau, x)n(x)dx - G(\tau) \quad (6.8)$$

and expand it into tensor notation

$$H = K_{ij}K_{ik}n_jn_k + 2K_{ij}G_i n_j + G^2_i, \quad (6.9)$$

where all values are taken to be real, and the last term is recognized to be constant.

There appears to be natural connection between the Hamiltonians of the quantum Heisenberg
chain and classical thermodynamical system of the SAC if one considers the following mappings

$$-J_{ij} \leftrightarrow K_{ij}K_{ik} = V_{jk}, \quad (6.10)$$
$$-B^z_i \leftrightarrow 2K_{ij}G_i = \gamma_j, \quad (6.11)$$
$$S^z_i \leftrightarrow n_i. \quad (6.12)$$

The interaction term $V_{jk}$ of the SAC Hamiltonian shows up as a coupling term between
neighboring spin sites and the free dispersion coefficient $\gamma_j$ takes the role of a single particle
field coefficient.
An additional chemical potential term is added to maintain normalization throughout the convergence to a final solution, later discussed in section 10.3, resulting in a general form of the QF Hamiltonian

\[
H = -\sum_{ij} V_{ij} \hat{n}_i \hat{n}_j - \sum_i \gamma_i \hat{n}_i^2 - \sum_i B_i \hat{S}_i^z - \sum_i \mu_i \hat{n}_i.
\] (6.13)

### 6.3 Zeta Mapping

All of the necessary components appear to be in place. From the classically modeled goodness-of-fit \(\chi^2\) we have connected to a quantum physical model for which we have available tools to solve. What’s left is to make explicit a mapping between the two-state qubit Hilbert space to the space of classical fields \(n(x)\).

\(n(x)\), as defined by the SAC approach, is positive definite and resides in the unit interval. Its quantum field equivalent should meet the same criteria, and any additional ones with respect to the quantum framework in which it is to be expressed.

To connect the generalized Heisenberg Hamiltonian with the one derived from the SAC, we use a \(S^z \rightarrow n\) mapping that meets the following criteria:

1. the positivity and normalization of \(n\) are preserved
2. \(n\) spans the space of all real numbers
3. \(n \rightarrow 1\) as \(m_s \rightarrow 0\)

The mapping chosen for the models of this work is

\[
n_i = \frac{1 + 2\langle \hat{S}_i^z \rangle}{1 - 2\langle \hat{S}_i^z \rangle},
\] (6.14)

which takes the physical space of the spin onto the unit interval \([−\frac{1}{2}, \frac{1}{2}]\), enforcing the positive definite nature of \(n(x)\) and conveniently making a \(\hat{S}_i^z\) expectation value of zero correspond to the desired \(n = 1\) point. With a strong enough transverse field, all three requirements are easily met.
Several different mappings were also tested, using sinusoidal superposition and arctan approximations [36]. The zeta mapping used for the models in this research showed by far the best results. It is possible, however, that depending on the physical parameters of the underlying model in question, alternate models may prove to be a better fit.

For the qubit Heisenberg model, it is expected that most fluctuations will occur around an interval of \( m_s = 0 \), or \( n = 1 \). The zeta mapping proves to be robust around the \( m_s = 0 \) point, its overall noise at a minima this very point as seen in the figure.

![Figure 7: Mapping of \( n \) in a unit interval. Insert shows the noise associated with each point. The accuracy of the mapping is at its peak near \( n = 1 \).](image)

The associated eigenstates become

\[
\begin{align*}
|n = 0; m_s = -1/2\rangle, \\
|n = \infty; m_s = 1/2\rangle.
\end{align*}
\] (6.15) (6.16)

Using the power series expansion

\[
\frac{1 + x}{1 - x} = 1 + \sum_{n=1}^{\infty} 2x^n
\] (6.17)
we can adopt a linearized mapping,

\[ n_i = \frac{1 + 2\langle \hat{S}_i^z \rangle}{1 - 2\langle \hat{S}_i^z \rangle} \approx 1 + 4\langle \hat{S}_i^z \rangle, \quad (6.18) \]

which achieves a good approximation for the narrow band of \( \langle \hat{S}_i^z \rangle \) under consideration, as seen in figure 7.

Ignoring the constant term, the generalized Heisenberg model takes the form

\[ H = V_{jk}(1 + 4\hat{S}_j^z)(1 + 4\hat{S}_k^z) + \gamma_l(1 + 4\hat{S}_l^z), \quad (6.19) \]

where information about \( G \) and \( K \) are encoded within \( V \) and \( \gamma \), and \( n \) is encoded within the spins. Thus, if one is able to minimize the Hamiltonian to find the ground state configuration, the expectation values of the spins will carry information about the spectral function that can be extracted through \( n \).

\( H \) in this form, however, points to a semi-classical model. For most values of \( \gamma \) and system size \( N \), one expects ground states with large numbers of spin expectation values near the \( m_s = 1/2 \) or \( m_s = -1/2 \) limits. Consequently, the proposed QF-Heisenberg model breaks down due to the \( n = 1 + 4\langle \hat{S}_i^z \rangle \) approximation. The information encoded within the spins will be noisy and the ground state degenerate.

Taking advantage of the properties of quantum systems, a regularization term is reintroduced in the form of the transverse field in the \( x \)-direction,

\[ H = V_{jk}(1 + 4\hat{S}_j^z)(1 + 4\hat{S}_k^z) + 2\gamma_l(1 + 4\hat{S}_l^z) - B_x^i \hat{S}_i^x. \quad (6.20) \]

The transverse field serves as a regularization parameter to allow tunneling between solutions. The non-commuting \( S_x \) term leads to quantum fluctuations throughout the system and breaks ground state degeneracy. As seen in the relation \( S^2 = S_x^2 + S_z^2 \) and by conservation of \( S^2 \), for extremely large transverse terms the expectation values for the \( S_z \) terms approach zero \( (n \to 1) \), resulting in the extracted spectral function smoothing into the default model.

Somewhere between a very large transverse field and one in which \( B_x^i = 0 \) (the standard
Heisenberg model) lies an ideal range which regularizes the noise of $\bar{A}$, yet preserves sharp, distinguishing characteristics of the underlying spectra.

The Hilbert space of the model has a dimension $2^N$. In the presence of the transverse field, such techniques such as the Bethe Ansatz method and diagonalization are infeasible for large $N$ [4]. However, matrix product states (MPS) are ideally suited to treat 1D systems which have gapped energy profiles.

The Density Matrix Renormalization Group (DMRG) is an algorithm that utilizes MPS to obtain ground states accurately and efficiently.
7 COMPUTATIONAL ANALYSIS

7.1 MPS/DMRG

An obstacle to the study of many body systems is the number of parameters necessary to describe such a system in full. The dimension of the Hilbert space needed to accommodate such a description increases exponentially in the size of the lattice, rendering any attempt to solve such a system exactly through diagonalization or other numerical means impossible.

DMRG tackles such a problem in a way that scales polynomially rather than exponentially. The basic idea of the DMRG is to divide the physical system, or lattice of sites, into “blocks”. Then the Hamiltonian of a superblock consisting of several of these blocks is diagonalized to form a density matrix. Only the most significant eigenstates from this block density matrix are kept, as they most accurately represent the state of the system as a whole, ie the block plus the rest of the lattice [19].

The success of DMRG in finding the ground state of gapped 1D systems is tied to its MPS structure and the area law, which places an upper bound on the correlation length in a system that is proportional to its surface size [57]. In the case of a 1D lattice this upper bound is a constant, meaning information in strongly correlated systems can be effectively encoded in lower dimensional spaces [16].

Any $N$-body, one-dimensional quantum system can be expressed as a wave function

$$|\psi\rangle = \sum_{i_1i_2...i_N} \Psi_{i_1i_2...i_N} |i_1i_2...i_N\rangle$$  \hspace{1cm} (7.1)

in Fock space, where $\Psi_{i_1i_2...i_N}$ is a rank-$N$ tensor [57]. Using this representation, however, is arduous since it suffers from an exponential scaling as the total Hilbert space is $d^N$, where $d$ is the local dimension at each lattice site ($d = 2$ for a qubit system).

The tensor train/MPS representation, however, avoids such dimensionality issues by decomposing the tensor into a set of $N$ lower ranked tensors,
\[ |\psi\rangle = \sum_{i_1i_2\ldots i_N} M_{i_1}M_{i_2}\ldots M_{i_N}|i_1i_2\ldots i_N\rangle. \] (7.2)

Each \( M \) is a matrix of dimension \( D \times D \), where \( D \) represents the hyper-parameter virtual “bond” dimension. Each \( A \) has a dimension \( d \) which is that of the physical Hilbert space.

The process of finding the most significant eigenstates is done by way of singular value decomposition (SVD) of each MPS as the algorithm sweeps back and forth,

\[ M_i = U_{i_1}S_{i_1}V_{i_2}. \] (7.3)

Both \( U \) and \( V \) are unitary matrices whose columns (rows) are eigenstates of \( M \). \( S \) is a block matrix whose diagonal elements are the singular values of \( M \).

As the DMRG algorithm sweeps through each MPS, only the \( D \) most significant singular values are kept. The rest are discarded, and the associated columns (rows) for \( U \) and \( V \) are eliminated.

The decomposition is then contracted to form an adjusted \( M \), and the algorithm continues its sweep to the next site. The representation therefore scales polynomially with \( N \) instead of exponentially, while the most significant correlation information remains intact.

The resulting MPS/reduced tensor representation can then be treated as a wavefunction and used to extract properties of the system, such as the expectation values of an operator and the ground state energy.
7.2 ITensor

Intelligent Tensor (Itensor) is a C++ library for implementing tensor network calculations. Its DMRG routine conveniently outputs ground state calculations in MPS form, and its implementation is adaptive and efficient [39].

Going back to the SAC-Hamiltonian, the tensor representation is

\[
H = V_{jk} (1 + 4 \hat{S}_j^z)(1 + 4 \hat{S}_k^z) + 2 \gamma_i (1 + 4 \hat{S}_i^z) - B_i^x \hat{S}_i^x - \mu_i^z \hat{S}_i^z.
\]  

(7.4)

An additional \(z\)-field term \(\mu_z\) is added for normalization of \(n\). Since \(\sum_i n_i \Delta x_i = 1\), then for an average site separation \(\Delta x\) is in the unit interval

\[
\sum_i n_i \approx \frac{1}{\Delta x} = N.
\]  

(7.5)

So

\[
N = \sum_i n_i \approx \sum_i (1 + 4 \langle \hat{S}_i^z \rangle) = N + 4 \sum_i \langle \hat{S}_i^z \rangle.
\]  

(7.6)

and the total magnetization \(M = \sum \langle \hat{S}_i^z \rangle\) for the site set is approximately zero. The \(\mu_i\) parameter serves as a chemical potential term that allows the energy per site be tuned up or down until the normalization requirement is met, and can be adjusted dynamically as needed through each iteration of the algorithm.

Itensor allows each Hamiltonian term to be added individually, or summed by iteration, using the top-level AMPO (automatic matrix product object) system, which is extremely convenient for many-body systems with a large number of degrees of freedom.

The Hamiltonian is then converted from a top-level AMPO to a final matrix product object (MPO), so block diagonalization of the density matrix can be performed. The number of sweeps, bond dimensions per sweep, and error cutoff are parameters that can be decided prior to implementation. From this, the ground state energy and wavefunction can be found in terms of its tensor representation.

SAMPLE CODE
auto M = K * prime(K,m); //interaction coefficients J(ij)
auto N = 2 * G * K; //free dispersion coefficients
auto O = G * G;     //scalar term

//ampo takes a running sum of all Hamiltonian terms
//Nz is custom operator 1+4*Sz
for (int j = 1; j <= freqpoints; ++j){
    for(int k = 1; ( k <= freqpoints); ++k){
        ampo += -(M.real(m(j), prime(m)(k))), "Nz",j, "Nz", k;
    }
    ampo += (N.real(m(j))), "Nz",j;
    ampo += 0.5*xfield[j-1], "S+",j;
    ampo += 0.5*xfield[j-1], "S-",j;
    ampo += zfield[j-1], "Sz",j;
}

//creates Hamiltonian as matrix product operator
auto H = toMPO(ampo, {"Exact",false}); //converts ampo to MPO
    that can be used in DMRG algo

auto sweeps = Sweeps(5); //number of sweeps is 5
sweeps.maxdim() = 10,20,100,100,600;
sweeps.mindim() = 10;
sweeps.cutoff() = 1E-18;
//sweeps.noise() = 1E-8;

//DMRG algorithm that returns energy and final MPS
auto [energy,psi] = dmrg(H,psi0,sweeps,{"Quiet",true});
8 PARAMETERS AND CONSTRAINTS

8.1 Transverse Field

Figure 8: Poorly regularized spin regime, corresponding to momenta existing outside of the limits of the zeta mapping from spin space to that of the quantum field operator.

The main parameter used in the code is the transverse $x$-field, which narrows the width of the expectation value band of the spin, reducing noise and regularizing the spectrum.

Similar to the MEM and SAC approaches, the QF approach requires regularization of the analytic continuation inversion in order to find a best fit spectra. For the MEM, this parameter is the $\alpha$ value associated with an entropy prior that pulls $\chi^2$ away from its absolute minimum value, which often does not coincide to a best solution regardless. For the SAC, regularization is by a statistically weighted average from the partition function at a fixed temperature.

With the QF, the primary regularization parameter is the transverse field $B^x$, which when
applied to the Heisenberg chain of spin $-\frac{1}{2}$ particles, couples with the spin momentum to influence its projection upon the z-axis.

The magnitude of $B^x$ necessary to regularize an inversion depends on a number of factors, including the complexity of the spectrum, its integral size, and the amount of noise at each imaginary time point describing the correlator.

Figure 10 shows the effect of an inversion on a circular spectra with $B^x$ values of $4.0 \times 10^{11}$, $6.0 \times 10^{11}$, and $8.0 \times 10^{11}$. Note that the spectra are not optimized in $B^x$ or $\beta$, yet the effect of the field in the regularization of the spectrum $\overline{A}$ is apparent.

For this spectrum, the lowest field value that could be achieved was approximately $3.0 \times 10^{11}$ before negative $n$ values became unavoidable. The field value that corresponded to the lowest internal energy of the Heisenberg chain was $6.0 \times 10^{11}$.

At $B^x = 4.0 \times 10^{11}$, the information encoded by the zeta mapping introduces a high level of noise, with $n$ field values for some sites being outside of the $0.88 < n < 1.17$ range. At $B^x = 8.0 \times 10^{11}$, there is still a good fit, but the remnants of the default model are visible on the
Figure 10: Gaussian spectrum with a coupled $B_x = 4.0 \times 10^{11}$ field to the spins.

Figure 11: Gaussian spectrum with a coupled $B_x = 6.0 \times 10^{11}$ field to the spins.
right endpoint range of $\bar{A}$.

In terms of the Heisenberg model, one can think of the behavior as representing the approach of different quantum phases.

For $B^x \gg J, \gamma$, the transverse term dominates the QF Hamiltonian. In this range, quantum fluctuations are small and the information learned is minimized as seen by the Shannon entropy term $(A(\omega)/D(\omega)) \approx 1$.

At low $B^x$ values approaching 0, the other terms of the Hamiltonian are dominant. In most cases, $\sum_j J_{ij} > \gamma$, resulting in a state that favors a ferromagnetic or antiferromagnetic ordering depending on the sign of $J$. In this range, fluctuations are large, veering into the previously established high-error zone of $n$-values.

At intermediate $B^x$, the transverse field suppresses the FM or AFM ordering, resulting in fluctuations that are encoded with good information.

For most samples, the optimized $B^x$ value lies close to a critical value that separates the system from its ordered and order-suppressed phase.

In this optimal range for $T > 0$ and $B^x > B^x_c$, the system in in the lower range of its quantum critical phase, where both quantum and thermal fluctuations are present.

Although the quantum critical points of the system are not formally that of the limits of
the MEM and SAC, the behavior is similar. At the high transverse field limit, the state can be considered to be in a disordered phase, and $\bar{A}$ settles to that of the encoded default model $D(\omega)$.

At the low transverse field limit, the system exhibits long range order. The resultant inversion solution is noisy and poorly regularized, any information gained washed out in the "bad information" regions of the zeta approximation.

In between these two phases lies a critical region, the lower end of which is effected by both quantum and thermal fluctuations, and gives the best data encoded within each spin.

In the examples presented in this dissertation, the ideal field strength can range anywhere between 5000 and $10^{19}$. Lower values result in increased noise, as the $S^c$ terms of the Hamiltonian dominates, pushing the model into a noise-fitting region. Higher values erroneously smooth out distinguishing features of the spectrum, leading to a zero-information default model solution.

### 8.2 Beta

The variable $\beta$ serves as an fixed inverse temperature parameter for the quantum system in thermal equilibrium.
As seen previously, this parameter served as the primary regularization parameter for the SAC, influencing the magnitude of thermal fluctuations as the system moves through phase space.

Although the QF deals with quantum systems instead of classical ones at a fixed-temperature, the optimization of the $\beta$ parameter still serves as a secondary means by which to control fluctuations.

At low temperatures near $T = 0$ ($\beta \to \infty$), the system reduces to that of one with two possible phases, the noisy, ordered (anti-)ferromagnetic state or the polarized, disordered state where spin alignment strongly favors the $x$-direction [14].

At higher temperatures ($\beta \to 0$), a quantum critical region widens, the lower transverse field limit of which is generally where information about the spectrum $A(\omega)$ is maximized.

Viewing in terms of the interaction tensor $V = K^{-1}K$, we see that as $\beta \to 0$ (fermionic case), $K$ is suppressed as $\tau_{\text{max}} = \beta$ and the denominator approaches a maximum of 2. As $\beta \to \infty$, the behavior of $K \approx e^{-\omega \tau}$ means that any change in $A$ results in an enhanced effect in $G(\tau)$, especially in the high $\omega$ range, in the absence of a high measure of regularization of the kernel itself.

### 8.3 Chemical Potential

Since the Heisenberg lattice is a thermodynamic system, there exists a free energy variance of the system with respect to the change in particle number $N$, the chemical potential $\mu$.

In the QF Hamiltonian, it is encoded as a parallel field parameter $\mu_i$. Raising or lowering it acts to preserve the normalization of the wavefunction throughout each amplitude update.

Consider the number operator $N$ in the second quantization representation, defined as

$$N = \sum_i \psi_i^\dagger \psi_i = \psi_\uparrow^\dagger \psi_\uparrow + \psi_\downarrow^\dagger \psi_\downarrow,$$

where $i \in \{\uparrow, \downarrow\}$, and the $\psi$’s represent creation and annihilation operators as defined in Chapter 1.

The spin operator in terms of quantum operators is defined
\[ S = \sum_{ij} \psi_i^\dagger S_{ij} \psi_j, \]  
\[ (8.2) \]

where the spin matrices in the standard basis are

\[ S^x = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad S^y = \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad S^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \]  
\[ (8.3) \]

So \( S^x = \psi^\dagger \psi \downarrow + \psi^\dagger \psi \uparrow \). Then commutation with the number operator \( N = \sum_i \psi_i^\dagger \psi_i \) leads to

\[ \psi^\dagger \psi \downarrow \psi \uparrow + \psi^\dagger \psi \downarrow \psi \downarrow + \psi^\dagger \psi \uparrow \psi \downarrow + \psi^\dagger \psi \downarrow \psi \uparrow \]
\[ - \psi^\dagger \psi \downarrow \psi \downarrow - \psi^\dagger \psi \uparrow \psi \downarrow - \psi^\dagger \psi \downarrow \psi \downarrow - \psi^\dagger \psi \downarrow \psi \uparrow \]  
\[ (8.4) \]

Since the creator and annihilator act on \( |n\rangle \) by way of the operations

\[ \psi^\dagger |n\rangle = \sqrt{n+1} |n+1\rangle, \]  
\[ (8.5) \]
\[ \psi |n\rangle = n |n-1\rangle, \]  
\[ (8.6) \]

then the quantum number \( N \) is not conserved, and consequently the normalization condition for \( A \) is not met.

Instead, we can pump energy into the system throughout the run of the program by way of the designated chemical potential parameter. The result is to add enough potential energy with each update to keep the total magnetization \( M \) close to 0 and preserve the normalization of the underlying Heisenberg wave function after each pass through the DMRG algorithm.

The variable CONVERGERATE acts as sort of a rate controller for the chemical potential. The higher the rate, the more chemical potential is input the system with each iteration, increasing or decreasing the speed at which the system returns to the proper condition to perform another update of \( A \).

A convergence rate of 50x is adequate for most models, but this can be adjusted accordingly before implementation of the run or dynamically.

It is often advantageous to find a best initial chemical potential level in a preprocessing
stage, although not necessary because the converge rate variable is designed to systematically lower (or raise) the system to the proper level after an adequate number of loops.

8.4 iTensor Parameters

The iTensor library has a set of user-specified parameters that can be set prior to implementation of the DMRG algorithm.

The main ones are the maximum bond dimension for each sweep and the error cutoff. The maximum bond dimension specifies the number of virtual bonds between tensors during truncation in the SVD process. The error cutoff specifies the number of significant figures for the truncation error.

Each parameter’s purpose is to aid in not only accuracy, but efficiency. A maximum bond dimension of 5000 – 10000 on a final sweep was found to be more than adequate, as anything more resulted in no better convergence of spectra.

Despite the amount of numerical accuracy required for the QF method, an error cutoff of $10^{-6}$ was found sufficient in all cases. Tests were performed with truncation errors all the way to $10^{-15}$, with no discernible increase in accuracy but an exponential increase in time to convergence.

8.5 Constraints

In the progression of the study of the stochastic analytic approach to the inversion problem, several methods of spectral constraints have been identified and utilized to further optimize parameters [26, 28]. Several of these are in turn used for QF sampling.

The primary constraints utilized in my research were the discretization of $\tau$ and $\omega$ and endpoint optimization.

For the spectra analyzed in the results, all amplitudes were sampled onto fixed $\omega$ grids with homogeneous spacing between sites.

Grid spacing is shown to have a pronounced effect on spectra, especially those with asymptotic behavior that can skew the computed normalization $\sum_i A_i \Delta \omega_i$. Optimized grid spacing
also reduces the effects of over-fitting to the correlative noise in $G$, and prevents the under-fitting of data.

In addition, choosing the proper grid can reduce the effects of spectral leakage into regions of low information or high noise, or allow the release of weight from areas prone to overfitting. Both situation can result in spurious compensatory fitting in other parts of the spectrum.

![Figure 14: Gaussian spectrum with endpoints from $\omega = 2$ to $\omega = 16$.](image)

Figure 14: Gaussian spectrum with endpoints from $\omega = 2$ to $\omega = 16$.

![Figure 15: Gaussian spectrum with endpoints from $\omega = 1.5$ to $\omega = 16$.](image)

Figure 15: Gaussian spectrum with endpoints from $\omega = 1.5$ to $\omega = 16$.

Figures 14 and 15 show the same Gaussian spectrum and identical spin chain parameters,
but with different endpoint values for the frequency grid. Figure 15 shows a better fit due to the release of weight constraints on the left side of the spectrum.

Grid sampling, or the dynamical adjustment of grid density based on predetermined criteria, has shown promising results in simple cases with small $N_\omega$, but for samples presented in the Results section of this dissertation, fixed $\omega$ grids were used extensively [41].

A measured approach to $\tau$ discretization can also aid in optimized spectral fitting. It is well-observed that inversion methods risk smearing out fine structure information in the high frequency range.

An approach to combat such loss is to use smaller time increments to regulate the pronounced effect of larger $\omega$ values in the kernel stemming from the factor of $e^{-\omega\tau}$.

For most spectra during the course of research, the number of imaginary time points numbered in the tens, in a range of $N_\tau = 30$ to $N_\tau = 100$. However, the distribution of these time points need not be necessarily uniform [5].

For several spectra of complicated shapes, $\tau$ grids of exponentially decreasing spacing were used for the advantage of having both large and small $\Delta \tau$ spacing, to various levels of success.
9 PROGRAM IMPLEMENTATION

The algorithm that implements the QF method is a multi-step process.

The first step is to initialize constraints and parameters such as the initial $B^2$, the discretization mesh of $\tau$ and $\omega$, and the endpoints of the calculated spectrum $\tilde{A}$. Any necessary fine tuning to the chemical potential and its input rate are also made to aid in the speed of convergence to a possible solution.

```cpp
double transverse = 19495000000; //transverse field/.88749500000  
double parallel = 6100000; //-324.5;/-4.545(80) //parallel field  
double timehigh = 10; //max time value  
double timelow = 0; //min time value  
double timewidth = timehigh - timelow; //time interval  
const int timepoints = 30; //number of time data points  
int mid = timepoints/2;  
double timeinterval = (double)timewidth/(double)timepoints;  
    //interval of time values  
const double timebeta = timehigh - timeinterval/2.0; //period of function
```

In some instances, dynamic adjustment to the transverse field is also specified to make sure $n$ remains in the good information zone. In these cases the range will be $1.17 > n(\omega) > 0.88$.

```cpp
if (nfield[v] > 1.17 || nfield[v] < .88) {
```
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For sites with calculated field values falling outside of this range, it is possible to either increase the overall transverse field of the system until all values fall within that threshold, or to merely adjust the field around the noisy area of the spectrum.

To create simulated QMC noise of the form

\[
\overline{G}(\tau) = G(\tau) + \text{statistical noise.}
\]

an initial spectrum is taken and converted to \(G(\tau)\) using the forward model \(K(\tau, \omega)A(\omega)\).

Taking \(G(0)\), Gaussian noise is created with maximum \(\sigma_{max} = \text{noise level} \times G(0)\).

\[
gnoise[gg] = \text{pow}(-1, (\text{rand()} \mod 2)) \times \text{rand_normal}(0.0005\times\text{corrarray}[0],0.34\times0.0005\times\text{corrarray}[0]);
\]

\[
\text{noisycorrarray}[gg] = \sqrt{\text{timeinterval}} \times (\text{corrarray}[gg] + gnoise[gg]) / (\text{abs(gnoise[gg])});
\]

Using \(\overline{G}\) and \(K\), tensors \(V\) and \(\gamma\) are encoded and prepared for MPS conversion.

\text{Itensor} takes the defined parameters for the number of sweeps, the maximum bond dimension each sweep, and the cutoff, before taking \(V\) and \(\gamma\), converting them to a MPS representation, and finding the ground state configuration and associated energy.

\[
\text{auto } H = \text{toMPO(ampo,\"Exact\",false); //converts ampo to MPO that can be used in DMRG algo}
\]

\[
\text{auto } \text{sweeps} = \text{Sweeps(5); //number of sweeps is 5}
\]

\[
\text{sweeps.maxdim()} = 10,20,100,1400,2600,3400, 5600,10800,350000;
\]
The program then loops, updating the amplitudes $\vec{A}_i$ as it does so. Each time, Itensor finds the ground state of the QF Hamiltonian and calculates $\vec{A}$. This $\vec{A}$ then be used as a new $D$ for the next loop. Each new $D$ is encoded with learned information about the true spectral function from the prior iteration.

Because of the transverse term $B^x$, normalization of the Heisenberg wavefunction is not preserved from loop to loop. To enforce $m = \sum_i A_i \omega_i = \sum_i D_i \omega_i$, each spectral amplitude $\vec{A}_i$ is scaled by $m$ before being reassigned as $D_i$.

```
sweeps.mindim() = 10;
sweeps.cutoff() = 1E-6;
```

```c++
dftratio = dftsum0/dftsum;

double dftdvg = abs(1.0 - dftratio);
if(intcount%10==0){
    while (dftdvg > .0001){
        for (int j = 0; j < freqpoints; ++j){
            smootharray[j] = dftratio*smootharray[j];//
        }
        dftsum = 0.0;
        for (int v = 0; v < freqpoints; ++v){
            dftsum += freqinterval * smootharray[v];
            xsumarray[v] = dftsum;
        //cout << xsumarray[v] << endl;
        }
        dftratio = dftsum0/dftsum;
        dftdvg = abs(1.0 - dftratio);
    }
```
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In the Bayesian sense, in order to maximize $\Pr[\overline{G}|A]$, each $\overline{A}$ is used as a prior information to revise $\Pr[A|\overline{G}]$. As such, each new loop is a self consistency check.

Because of the risk of error propagation with each iteration, $\overline{A}$ should be found in as few updates as possible, which means setting $B^r$ to an immediate initial value, and turning it off for successive loops so the fluctuations will maximize itself within the good information range.
10 RESULTS

10.1 Methodology

With a system of parameters and constraints in place to better optimize the process of continuation, we can now move on to testing the Quantum Fluctuation method with different models and verifying its ability to replicate spectra.

The following section showcases various categories of synthetic spectra that cover a representative range of Quantum Monte Carlo sampling of $G(\tau)$.

With each category of spectra comes its own challenges to modeling and continuing the noisy or incomplete correlation data that represents it. As such, the application of previously defined constraints is used when appropriate, to best optimize the spectral fit. However, a consistent systemic approach to applying the QF method is maintained throughout.

The different categories of spectra investigated are

1. Artificial geometric, without and with gap
2. BCS
3. Multiple peak Gaussian
4. Edge divergence with power-law decay
5. Gaussian with power-law decay

For each model, the spectral information is encoded onto a Heisenberg spin chain of $N_\omega$ sites using the zeta mapping as outlined in section 7.3.

An initial transverse field in the z-direction is applied at a high enough magnitude to ensure the positivity of $n$ and maintain its normalization, yet not enough to lose important information acquired through the fluctuation of spin vectors while in the the noisy end of possible $\Delta n$ values.
A few test runs are done to visually inspect the fluctuation values, making sure field operator expectation values are in the good information range, and that the spin chain is firmly entrenched between its noisy glass phase and a quenched paramagnetic phase.

After this pre-processing stage, the sequence is to first optimize $\beta$ and then to optimize $B^z$ through successive annealing processes. Except for the most trivial of cases, such as the purely contrived simple geometric spectra used as a proof of concept, each one of the samples are modeled by moving through the phase space of beta-values until one offers the lowest internal energy value.

Each step in the annealing process verifies the $n$ values with each amplitude update, and each update results in a $\Delta \beta$ change of $\pm 0.5$. Any step that does not maintain the positivity and normalization of $n$ is rejected, necessary parameters are adjusted, and the step is repeated until either acceptance or the algorithm reaches a TERMINATION criteria.

The high inverse temperature value is chosen to be $\beta = 60$ for the first thermal annealing process, the change in $\beta$ for each step to be $.5$, and the low inverse temperature to be $.5$, offering the opportunity to inspect the system’s internal energy for a wide swath of inverse temperatures.

Because of the periodic nature of $G(\tau)$ and the connection of $\tau$ and $\beta$ through the kernel $K$, this $\beta$ range allows multiple minima that can be investigated and a series of possible slow and fast convergence rates.

In cases where there are several minima with the same approximate value, visual inspection is used to pick a best fit. The best fit occurs after a series of amplitude updates, where the absolute minimum of these updates is recorded along with its iteration number.

Once this initial thermal annealing process has completed, the process moves to the second, quantum annealing stage. This time, a range of inverse temperatures is taken around the initial low $\beta$ value, and the $\Delta \beta$ value is set to 0.1. The annealing process is repeated, until an absolute lowest beta value is chosen with a resolution of $\delta \beta = 0.1$. This final low $\beta$ value is then to be used as the optimized $\beta$.

With this optimized $\beta$, the transverse field is increased until the spin chain enters a polarized phase, at which point all spins are roughly aligned along the $x$-axis and the system gains no additional information.
A final optimization step is then initiated, slowly decreasing the transverse field until an optimal transverse value is obtained that minimizes the system’s internal energy. The final optimal transverse field value is that which minimizes the Hamiltonian in this final step, amounting to finding the best in a family of solutions between the lowest eigenenergies of two portions of the QF Hamiltonian, which corresponds to the equivalent pure $\chi^2$/Heisenberg part

$$H = \sum_{ij} V_{ij} \hat{n}_i^z \hat{n}_j^z - \sum_i \gamma_i^z \hat{n}_i^z + G(\tau)^2,$$

(10.1)

and that which corresponds to a Heisenberg system in a presence of a very strong magnetic field [37].

Note that for $E_{\text{min}}$ values, the $G(\tau)^2$ constant is reintroduced post-DMRG to bring the ground state energy of the system as close as possible to $E = 0$.

All $E_{\text{min}}$ values in the results are taken to be absolute values.

### 10.2 Semi-circle spectrum with no gap

As a proof-of-concept, a circular spectral function of radius $\omega = 1.0$, centered around $\omega = 0$, was encoded onto a system of $N_\omega = 200$ spin sites, as shown in Figure 16.

The frequency grid ran from $\omega_i = -1.0$ to $\omega_f = 1.0$, a constraint eliminating any spectral weight outside the frequency range of the true spectrum.

For this somewhat trivial test, no thermal annealing process was used. Instead, a more intuitive approach to choosing the parameters was taken to test the efficacy of the algorithm in its early stages. Most parametric magnitudes are those in the range of typical sampling of similar studies of MEM and SAC methodologies [59].

The initial primary parameters were set to $\beta = 60$ to begin the sampling process, with an applied transverse field of magnitude $7.0 \times 10^3$. A chemical potential $\mu^z_i = 80$ at each site was set to ensure an initial magnetization $M \approx 0$. The correlation function noise was set at $\sigma = 10^{-3}$, on the high side but still within the range of what would be expected with typical QMC data.

For DMRG parametrization, the maximum number of sweeps per update was 5, with the
maximum bond dimension for each sweep specified to be 10, 20, 100, 100, 400.

While completely artificial, this circular spectra proved to be an adequate test due to its actual lack of distinguishing characteristics of which to fit, beyond its inherent arc.

Figure 16: Semi-circle sampling without optimized parameters and narrow endpoints, with $\bar{A}$, $D$, and MaxEnt spectra. ($\beta = 20$, $N = 200$).

The spectrum converged to its lowest energy configuration within 12 updates of its amplitude, with $E_{\text{min}} = 7.0 \times 10^5$. The average fluctuation about $n = 1.0$ is $\Delta n = .08$, with a magnetization of $-1.07$. Using an parabolic default model encoded with prior information about the true spectrum’s maximum amplitude, the curvature of the measured spectrum $\bar{A}$ range of frequencies around $\omega = 0$ is captured extremely well. As $\omega \rightarrow 1.0$, however, there is a divergence from the true spectrum $A$ due to lack of sufficient fluctuation.

For this naive attempt, a number of factors was found to contribute to this behavior around the edges, first of which was the wave function’s inability to maintain normalization due to the non-commuting nature of $S^x$. The choice of boundaries and the choice of a default model were also shown to be a limiting factors. The prior information of $D(\omega)$ in many ways worked too well for the interior of the spectrum, resulting in a overly rapid convergence in the center and a slower expansion around the outer regions.
In addition, while the choice of endpoints did restrict the leakage of spectral weight outside the boundaries $\omega = \pm 1.0$. Such behavior point to the need for less restrictive constraints with respect to the fixed $\omega$ mesh.

As observed by Sandvik, such constrained boundaries work extremely well for straight edge features, as will be seen with edge-divergent spectra, but not as well with boundaries within the vicinity of spectra without sharp characteristics [26].

When the maximum boundaries of the grid were increased slightly by .4 along each side, and the default model changed to a featureless horizontal line with integral matching that of $A(\omega)$, convergence around the outer edges of the circle greatly improved.

Learning from this naive initial test, another attempt was made, this time optimizing parameters $\beta$ and $B^x$ and reducing $N_\omega$ to 40 and subsequently increasing the discretization size to $\Delta \omega = .14$. This was done for the purpose of preventing the over-fitting of noise.

Because of the reduction of spin sites, however, it took more iterations to reach convergence, finally settling to a best solution at 21 amplitude updates.

![Figure 17: Semi-circle spectrum with no gap.](image)

The spectrum shows fluctuations significantly deforming the spectrum around the edges, as needed, unlike the previous attempt. However, the spectral weight leakage comes at a price, as
the spectrum attempts to compensate by wavering around the interior of the spectrum.

Reducing the noise to $\sigma = 10^{-5}$ improves the fit around the interior, although there is still a wavering effect surrounding the spectrum about the center due to compensation for spectral leakage on the edges.

In Figure 21, a final sample has the endpoints reduced to $\omega = \pm 1.2$. This was found to be the optimized boundaries for this inversion, resulting in a wave function with $E_{\text{min}} = 2.2 \times 10^{13}$. Spectral leakage on the exterior of $\overline{A}$ is minimized, while also allowing enough room for fluctuations large enough to show the direction of convergence for that portion of the spectrum. The interior wavering still exists, but is minimal, and the entire spectrum takes a circular as expected.

The same $\overline{G}$ data was taken and inserted into an MEM algorithm. The QF method shows superior convergence of the interior of the spectrum and matches the MEM on the edges leading to the endpoints. For the endpoints, the MEM required the use of a larger portion of the $\omega$ grid to reach its best convergence, compared to the optimized cut-off points of the QF method.

In all, this series of tests proved successful, showing the quantum fluctuation method capable
Figure 19: Semi-circle spectrum with reduced noise.

Figure 20: Semi-circle spectrum with endpoint optimization at $\pm 1.2$. 
Figure 21: Semi-circle spectrum with endpoint and transverse field optimization. \( \overline{A} \) shows minor wavering near the center of the spectrum but good convergence.

Figure 22: MEM fit with \( N_\omega = 200 \) for semi circle with radius \( \omega = 1.0 \) [25].
of sampling noisy imaginary data and extracting real spectral information. Possible weaknesses discovered were endpoint fidelity in the absence of an optimized $\omega$ mesh and the necessity of an increased number of amplitude updates to reach a convergence when $N_\omega$ is decreased.

Further circular tests were performed, showing the QF capable of faithfully reproducing spectrum with increasing $m = A(\omega)d\omega$, although there appears to be a limit around $m = 7$ before efficiency decreased.

### 10.3 Semi-circle spectrum with a gap

The second synthetic spectra to be sampled was another circular geometric model with features similar to the first. But in addition, a gap was added of width of $\Delta\omega = .5$.

This feature serves as a precursor to other important spectra which give information about gapped energy states. Just as with the initial synthetic circular spectrum, a naive test was first performed without $B^x$ and $\beta$ optimization, shown in Figure 23.

![Figure 23: Gapped semi circle spectrum without optimization, and gap of width $\Delta\omega = .5$ and a circular radius of $\omega = 1.0$.](image)

With this first test, the gapped spectrum was created by a circular arc of radius $\omega = 1.0$ centered at $\omega = 0$. Its fixed frequency grid extends through $\omega = \pm1.0$, preventing any spectral
leakage outside of the semi-circle’s boundaries.

The gap of the true spectrum is pronounced, in effect a steep drop at its frequency limits with no additional features to model. It is a completely artificial scenario, but one that serves as a proper test for the handling of such a feature by the QF algorithm.

The correlation function $G(\tau)$ is composed of 20 imaginary time points. Using the correlator’s initial value $G(0)$, the noise is set to be at a level $\sigma = 10^{-5} \ast G(0)$. With $N_\omega = 301$ spin sites, the model sufficiently captures the width of the gap, although there is distortion of the width and the depth of the gap is not completely captured.

The edges of the gap are rounded to a height of approximately .8 for the gap, a result of the loss of spectral weight around the edges of the circle and the inadequate fluctuations of $n$ near the outer edges of the frequency grid. It took 102 amplitude updates of the model to find the lowest energy match $E_{\text{min}} = 4.4 \times 10^{13}$, with an average fluctuation per site of $\Delta n = 0.11$.

The test showed successful fidelity to the original spectrum $A(\omega)$, but clearly with room for further optimization.

For the next step, a similar approach was taken as with the original no-gap circular spectrum. Reducing $N(\omega)$ to 63 and optimizing $\beta$ and $B^x$ served to improve the fit between $A$ and $\bar{A}$.

For the first stage of thermal annealing, a field value of $B^x = 9.0 \times 10^{15}$ was held constant until an optimal inverse temperature of $\beta = 44.5$ was reached. From there, the transverse field was optimized to $B^y = 1.6 \times 10^{16}$, with the state settling to a minimum energy of $E_{\text{min}} = 4.4 \times 10^{6}$.

The $\Delta \omega$ gap is evident, although there is deviation about the maximum of the gap in comparison to the true value of $A = 1.0$. Capturing the curvature of the semi-circle proves difficult, although the variation is limited and is clearly effected by $\bar{A}$ tapering off with positive spectral weight outside the semi-circle’s boundaries. Further optimizing the grid endpoints improved the fit, especially around the right side of the curvature.

As an additional test, the gap was then decreased by half to $\Delta \omega = 0.25$, as seen in Figure 31. The reduced gap width proved to be a more difficult problem, requiring more regularization by an increased transverse field in order to capture the distinguishing characteristics in such a small spacing without over-fitting the noise in that region.

Setting the transverse field to an initial $B^x = 5.0 \times 10^{19}$ to ensure the positivity of $n(\omega)$, the
Figure 24: Gapped semi-circle spectrum with $10^{-5}$ noise, a gap width of $\omega = 0.5$, and a spectrum width of $\omega = 1.0$.

Figure 25: Gapped semi-circle spectrum with optimized endpoints at approximately $\pm 1.6$ compared to the previous values of $\pm 1.4$, allowing the release of spectral weight around the edges.
Figure 26: Thermal annealing of gapped semi-circle spectrum. Vertical axes is internal energy $U$ and horizontal axis is inverse temperature $\beta$. Energy values of $1 \times 10^{16}$ values denote inverse temperatures samples with early terminations due to negative spectral weight.

Figure 27: Quantum annealing of gapped semi-circle spectrum. Vertical axis is internal energy $U$ and horizontal axis is $B^x$. 
Figure 28: Internal energy vs update number profile used to identify the best fit spectrum at optimized $\beta$ and transverse field values.

Figure 29: Reduced gap semi-circle spectrum with width $\Delta\omega = .25$. 
thermal and quantum annealing processes were repeated, resulting in optimized $\beta$ value of 24.4 and final transverse field of $6.2 \times 10^{19}$.

Once again, the gap is easily distinguished, showing its proper width. The fitting is narrower around the edges, tapering off around the spectral boundaries with an approximate $\Delta \omega = 0.3$ gap along both sides of the true spectrum.

The overall height of $\overline{A}$ at the gap’s edges ends up being 0.9 and 1.02, for left and right sides of the gap respectively, compared to the true height of 1.0 of $A$, but overall the spectrum is recognizable and its distinguishing features remain intact.

### 10.4 BCS spectrum

The BCS theory tackles superconductivity at a microscopic level by describing superconductivity as an effect caused by the condensation of Cooper pairs of electrons near the Fermi level due to a slight attraction stemming from a potential difference.

This electron pairing results in a small energy gap of the order of $\Delta \omega = 0.001$ eV, which inhibits the type of collision behavior that is seen in ordinary resistors [12].
Figure 31: Reduced gap semi-circle spectrum with width $\Delta \omega = 0.25$ and reduced noise

The experimental verification of such a gap is one of the key pieces to the veracity of the BCS theory. A typical BCS spectral problem involves the extraction of fitting parameters in $eV$ from tunneling spectra acquired on Nb- and N-doped Nb, using such techniques such as tunneling microscopy (STM), tunneling spectroscopy (STS), and x-ray photoelectron spectroscopy (XPS) [43, 49].

Information about the effects of this doping on the conductivity, pairing interaction strength of Cooper pairs, and surface resistance of material can aid in the design of more efficient electronic components and superconducting RF cavities for next-generation particle accelerators [13].

An example of the type of spectra one can expect to see with such a model is shown below. Note the gap of width $\Delta \omega = 0.5$, along with the sharp edge of the gap and the tapering until it reaches a plateau of approximate height $A = 1.7$ and width $\omega = 1.5$, at which point there is a steep drop.

This synthetic spectrum was produced by
Figure 32: Example BCS spectrum.

\[ A(\omega) = \frac{1}{W} \frac{|\omega|}{|\omega^2 - \Delta^2|} \]  

(10.2)

for \( \Delta < |\omega| < W/2 \) and zero everywhere else, where \( W \) is the spectral width and \( \Delta \) the gap width.

Such a spectrum requires a good deal of regularization of data to capture not only the gap width, but to obtain as much information as possible about the adjacent peak and to adequately capture the leveling arc.

An early attempt proved somewhat successful, showing the QF method’s ability to properly capture the edges of the gap and to distinguish the sharp edges around it, unlike the MEM trial which smoothed the peak. However, the outside edges were unable to properly replicate the true model’s outer edge, instead decaying in a manner similar to the MEM.

Subsequent tests proved more successful. Utilizing ITensor’s native parameters, the maximum bond dimension of the DMRG calculation was increased to 10, 20, 400, 800, 1200, 1500, 1600, the cutoff noise to \(10^{-10}\), and the number of sweeps from 5 to 7.

An annealing process resulted in a optimized inverse temperature of \( \beta = 20.1 \) with \( N_r = 30 \),
and transverse field of $B^x = 8.0 \times 10^5$. The minimized energy for the best fit was $3.6 \times 10^5$.

Once again $\overline{A}$ properly conveys the gap between $\omega = \pm 0.25$. In addition, the peaks at the edges clearly pronounced, showing maximum amplitudes of approximately 0.45 and 0.40 compared to the true spectrum’s 0.55 maximum.

This time, however, the decay from the max levels off to better match that of the true spectrum’s plateau, although there is slight divergence along the right edge. The outer edge of the spectrum is also better defined, with $\overline{A}$ tapering off near $\omega = 2.0$ on both sides, although the true spectrum experiences a drop off at approximately $\omega = 3.0$. The number of amplitude updates to reach $\overline{A}$ was 155, with $N_\omega = 61$ spin sites and $N_\tau = 30$ time points. The amount of noise added to $G(\tau)$ was $\sigma = 10^{-5}$.

Keeping $\beta$ constant, but increasing the noise by a factor of 10, resulted in another satisfactory fit, although there is a noticeable wavering effect along the left plateau.

Keeping $\beta$ constant, but decreasing the number of $\omega$ points to $N_\omega = 26$, is shown in Figure 37. With the reduction of spin sites came the necessity to increase the transverse field to $B^x = 8.0 \times 10^6$ to compensate for the increased level of fluctuations at each site. The plateau adjacent to each peak is better matched, and so is the overall width of the spectrum.

Figure 33: BCS naive attempt with $\overline{A}$, MaxEnt, and true spectrum ($\beta = 20$, $N = 300$).
Figure 34: BCS spectrum on a fixed $\omega$ grid of $N_\omega = 62$, with a transverse field $B^x = 8.0 \times 10^5$. Gap and width features of the BCS are captured and $A$ shows fidelity with the true spectrum.

Figure 35: BCS thermal annealing profile, showing a minimized energy of the Heisenberg chain occurring at $\beta = 20.1$. 
Figure 36: BCS quantum annealing profile, showing a minimized energy of the Heisenberg chain occurring at $B^x = 8.0 \times 10^5$.

Figure 37: Internal energy vs update number profile for BCS spectrum.
Figure 38: BCS spectrum with $N_{\omega} = 60$ and increased noise level of $10^{-4}$, resulting in captured peaks but distortion along left side of spectrum.

Figure 39: BCS spectral function with $N_{\omega} = 26$ spin sites. There is good capture of the plateau and the overall spectrum width, although the peak width is slightly distorted.
A more challenging problem occurs with the reduction of the gap by half.

Keeping the number of spin sites at $N_\omega = 61$, the optimized beta and transverse field parameters were 34.5 and $5.0 \times 10^{10}$, respectively. The increase in $B^x$ proved necessary to regularize the increased noise of the system and variance of the fit.

The minimized energy of the system is $E_{\text{min}} = 6.1 \times 10^6$.

![Figure 40: BCS spectrum with $N_\omega = 60$ and a reduced gap.](image)

As seen in the semi-circle case, the reduced gap introduces error around the gap edges. While the width of the gap is still accurate, there is the depth of it is only partially captured on its positive frequency side.

Similarly, an slight asymmetry can be seen along the gap peaks. While the true spectrum peaks at 0.55, $A$ peaks at 0.33 on the left side and 0.34 on the right, a minor variance but a noticeable one.

The more pronounced effect of noise is even ore observable as one moves away from $A$’s peaks. The left peak of the spectrum is shifted to the left, and the curvature along its plateau is jagged and uneven. Along the right side, the peak’s location is much more accurate, but the plateau misses slightly from above. Both endpoints taper to zero, but the left side is much steeper along the spectrum’s most outer edge. Further increasing the number of time points did
Figure 41: Thermal annealing profile of BCS spectrum with reduced gap, resulting in $\beta = 21.5$.

Figure 42: Quantum annealing profile of BCS spectrum with reduced gap, resulting in $B^x = 4.0 \times 10^{10}$. 
not significantly improve $\bar{A}$, nor did increasing the transverse field beyond the optimized range of $B^x$.

Figure 44 shows the effect of increasing the transverse field past the quantum critical region, in addition to decreasing the noise level by a factor of 10 to $\omega = 10^{-4}$ and increasing the maximum bond dimension per sweep to aid in convergence.

In this case, the minimum energy of the system was $E_{\text{min}} = 8.5 \times 10^5$, with the average spin fluctuation of approximately $\Delta n = 0.13$. Once again, the dimensions of the gap are clear, but the increased field smooths much of the desired features from the positive frequency side of $\bar{A}$.

This proved to be a common occurrence when trying to improve optimized spectra by increasing the field. Once the quantum critical region is found, further increasing the field smears out distinguishable features of the spectra due to the decreased fluctuations of the spin, decreased gapping of energy levels, and subsequent loss of information.

A third test exhibited what I believe to be the most interesting results for further study, even with the presence of wavering effects around the perimeter. In this case, the number of spin sites was decreased to $N_\omega = 27$. Such a small number of spin sites runs the risk of under-fitting,
Figure 44: BCS spectrum with $N_\omega = 60$ and increased transverse field past the lower end of the quantum critical region. Features of the spectrum are smoothed out as a result, and this is a less than optimal fit.

Figure 45: Reduced gap BCS spectrum with $N_\omega = 27$. 
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but the resulting $\bar{A}$ resulted in good agreement with the true spectrum with respect to the gap and adjacent peaks.

### 10.5 Double peak spectrum

Double peaks can be found in many types of many body spectra, ranging from photo absorption cross-sections of He$^3$ or He$^4$ clusters, line splitting arising from distinct sub-lattice susceptibilities induced in opposing directions along an Ising chain in the presence of a magnetic field, or the spectral density of a resonant Fermi polaron [2, 10, 28, 46].

While appearing simple, modeling this type of data can prove difficult, especially in the case of close Gaussian peaks with varying widths. The first synthetic spectra $A$ to be tested was one with double peaks at $\omega = -2.3$ and $\omega = 3.0$, with respective maximums of $A = 4.8$ and $A = 2.9$.

![Figure 46: Double Gaussian spectrum with a spurious peak and shift of second Gaussian.](image)

The optimized beta and transverse values are $\beta = 11$ and $B^x = 7.0 \times 10^{10}$, with $N_\tau = 30$ and $N_\omega = 65$. In addition, an exponential transverse field bias was applied to $B^x$ with a polynomial $\alpha = 0.55$, in order to aid with regularization in the outer edges of the spectrum.
Figure 47: Thermal annealing profile for double Gaussian spectrum, resulting in $\beta = 11$.

Figure 48: Quantum annealing profile for double Gaussian spectrum.
At an initial noise level $\sigma = 10^{-5}$, both peaks are present, with the $\overline{A}$ peak corresponding to $\omega = 2.7$ overlapping that of the true spectrum.

However, the maximum is overshot to close to a value of $\overline{A} = 10$. This shift in spectral weight from the true spectrum results in consequences in other parts of the spectrum.

The $\omega = 3.0$ peak is present, but shifted to the left to $\omega = 2.0$, and although the width is close to the true spectrum’s, the height is reduced from $\overline{A} = 2.9$ to approximately $\overline{A} = 2.0$.

The leftward shift and sharpness of the right peak is also affected by the exponential bias of the field. While using an exponential bias can aid in convergence along the outer edges of a spectrum, it can have a noticeable shifting effect on $\overline{A}$ as the overall transverse field increases.

A sharp, errant peak at $\omega = -1.3$ is also present, an indication of the need to reduce the configurational pressure by further optimizing endpoints.

Reducing the noise to $\sigma = 10^{-6}$, increasing the field to $1.0 \times 10^{11}$, and adjusting the endpoints improved the quality of the match. The $\overline{A} = -2.7$ peak matches the height and width of the original peak, with only the lower right edge diverge away from the original spectrum’s curvature. The right peak is also a better match, nearly overlapping the original spectrum with
only a minor divergence of approximately $\Delta \omega = 0.2$.

Because of the shift in spectral weight from the left edge, a small bump at approximately $\omega = 0.2$ can be seen.

Figure 51 shows an attempt at a triple peak spectrum with noise $\sigma = 10^{-5}$ with $N_T = 60$. The increased complexity of the spectrum results in difficult in obtaining convergence with all three peaks, although the two peaks show fidelity to the original spectrum, and the third retains the shape of $A$, if slightly shifted along the $\omega$ grid to the left. This shows the QF is capable of displaying complicated Gaussian spectra even with imaginary time points numbering in the 10s.

### 10.6 Edge-divergent spectrum with power law decay

The spectra associated with a dynamic structure factor can be characterized by an edge divergence and a power law decay as $\omega$ approaches a positive maximum [17, 32, 48, 51].

The equation used to create synthetic spectra of this type is
Figure 51: Triple Gaussian spectrum with optimized parameters.

Figure 52: Edge-divergent decaying spectrum with exponent $d = 0.25$ and divergence at $\omega = 1.95$. 
\[
A(\omega) = \frac{1}{(\omega - \omega_0)^d}
\]

where \(d\) is the exponential rate of decay.

Several edge-divergent spectra were created with varying magnitudes of \(d\) and studied. In each case it was found that using an edge constraint led to the best result for \(\bar{A}\), minimizing the amount of spectral weight allowed past the edge divergence during each successive amplitude update due to the subsequent release of entropic pressure around the edge of divergence [26].

For each of the spectra in this series, the divergence edge \(\omega_0\) was set to \(\omega = 2.0\), with the left endpoint to the spectrum set to \(\omega = 1.95\) for constraint optimization.

Setting parameters \(N_\omega = 52\) and \(N_\tau = 60\), the optimized beta and transverse fields are \(\beta = 9.1\) and \(B^\tau = 6.0 \times 10^9\). The chemical potential of the system was set to \(\mu = 1.0 \times 10^7\). At a noise level of \(\sigma = 10^{-5}\), with a maximum bond dimension of \(3.6 \times 10^3\), the minimum energy of the system is \(5.1 \times 10^4\) at 177 updates. The average fluctuation per spin at its \(E_{\text{min}}\) was .12.

\(\bar{A}\) shows a good fit to \(A\), overlapping the exponential decay along the positive \(\omega\) limit. Along the divergent edge, \(\bar{A}\) shows a maximum of 2.1 compared to \(A\)’s true maximum of 2.7. \(\bar{A}\) attempts to match the curvature of the true spectrum, but narrowly misses at approximately \(\omega = 2.1\), leveling off slightly before its overlap for the duration of the decay.

An increase for the exponential decay can be found in Figure 53 with \(d = 0.45\). The number of spin sited and time points were kept the same, although annealing processes resulted in optimized parameter of \(\beta = 48.9\) and \(B^\tau = 6.0 \times 10^9\).

As with the \(d = .25\) case, the left endpoint at \(\omega = 1.95\) was used as a optimization constraint, limiting weight leakage beyond the edge.

The decaying limit once again shows strong overlap. The max at \(\omega = 2.0\) reaches \(\bar{A} = 5.1\) compared to \(A\)’s true maximum of 6.1. The immediate drop off diverges slightly at 2.1, exhibiting a pattern initially noticeable with the \(d = 0.25\) case. As with before, this minor shift corrects itself at approximately \(\omega = 3.5\) and beyond. This divergence could not be resolved even with an increase of time points or reduction of noise.

For the best-fit \(\bar{A}\), the system has an internal energy of \(1.3 \times 10^5\) and an average fluctuation of \(\Delta n = 0.11\) after 56 updates.
Figure 53: Edge-divergent decaying spectrum with exponent $d = 0.45$ and divergence at $\omega = 1.95$.

Figure 54: Edge-divergent decaying spectrum with exponent $d = 0.55$ and divergence at $\omega = 1.95$. 
A third case in Figure 54 involved increasing the exponential decay to $d = 0.65$, leaving the frequency discretization unchanged and adjusting the amount of time points to $N_\tau = 130$.

The amount of noise present in $G(\tau)$ was set to be $\sigma = 10^{-5}$, with the max bond dimension set to be $5.6 \times 10^3$.

The chemical potential of the system was initially set at $\mu = 5000$, with the initial default model once again a horizontal line that matches the normalization integral of $A(\omega)$.

Optimized $\beta$ and $B^x$ parameters were $30.2$ and $5.0 \times 10^9$, showing that the physical system required a higher temperature, and lower $\beta$, to reach convergence. This combination of parameters resulted in a faster fit than the two prior cases, taking $36$ updates.

The endpoint constraint once again greatly aids in converge, resulting in an edge maximum of $\overline{A} = 7.7$, compared to a true maximum of $A = 9.1$.

While there is overlap between $A$ and $\overline{A}$ at approximately $\omega = 3.5$, a slight vertical shift is noticeable towards the positive omega limit, despite the overall curvature matching.

The steep initial decay from the maximum proves difficult to match, resulting in an even more pronounced divergence between $A$ and $\overline{A}$ as it tapers towards its asymptotic limit. Despite this, it remains a solid result, retaining the original spectrum’s shape and not exhibiting any oscillatory behavior.

For the physical system, this best fit occurs at a minimum energy of $5.3 \times 10^5$, with an average fluctuation of $0.11$ per spin site.

It’s interesting to note that additional constraints to correct the maximum height at $\omega = 2.0$ were attempted, such as fixing the amplitude at the edge to the true value [26]. However, such attempts resulted in an immediate collapse of $\overline{A}$ at adjacent sites around the edge, contributing to other spurious peaks appearing further along the spectra.

Further tests with grid sampling around the curvature range of frequencies, combined with amplitude fixing of the maximum, show promise and should be studied further [41, 42, 52].

Extending the edge-divergence model a bit further, it’s possible to synthesize spectra similar to what can be found with optical conductivity, luminescence decay, or emission spectra, by imposing an additional Gaussian along its decaying tail. [27, 38, 40]

As shown in Figure 55, the first of these synthetic spectra modeled and tested had the fol-
following characteristics: a divergence edge at $\omega = 6.0$ with captured maximum of approximately $\omega = 14.0$, an underlying decay with exponent $a = 0.55$, and a additional Gaussian centered at $\omega = 7.5$, with an underlying max of 1.0 and standard deviation of 0.8.

The Heisenberg spin chain consisted of $N_{\omega} = 132$ sites with a discretization size of $\Delta \omega = .045$, extending from $\omega = 6.0$ to $\omega = 12.0$. $10^{-5}$ of Gaussian noise was added to $G(\tau)$ for $N_{\tau} = 30$ time points. Simulated annealing process found optimized parameters $\beta = 28$ and $B^x = 6.0 \times 10^8$.

The best fit for $\overline{A}$ had a $E_{\text{min}} = 2.3 \times 10^{13}$ after 23 amplitude updates. $\overline{A}$ exhibits good overlap with $A$ after the divergent edge, capturing both the decay and the small bump due to the second Gaussian.

The true amplitude maximum of $A$ at $\omega = 6.0$ is reflected by a reduced max of $\overline{A} = 4.0$, the only noticeable divergence from the true spectrum. Although sampled with a fixed frequency grid, a combined approach of amplitude fixing along with grid sampling could prove to be effective in further attempts with this type of spectra.

A more complicated case is shown in Figure 56. Once again the original spectrum’s shape and characteristics are recognizable, although there is a shift in the Gaussian bump from
Figure 56: Optical decay spectrum with Gaussian at $\omega = 12.5$.

The physical system used to model the spectrum consisted of $N_T = 80$ spin sites representing a frequency discretization of $\Delta \omega = 0.225$ from $\omega = 6.0$ to $\omega = 24$.

The optimized parameters are $\beta = 18.2$ and $B^x = 5.0 \times 10^{17}$. To maintain normalization a chemical potential of $\mu = 6.0 \times 10^3$ was pumped into the system with each update, resulting in average fluctuations of $\Delta n = 0.10$. The minimum energy for convergence was $E_{\text{min}} = 4.5 \times 10^8$.

$\overline{A}$ shows a peak of an approximate height 2.2 compared to the true spectrum’s maximum of 6.2, but the Gaussian peak is apparent, if slightly shifted.

Despite the shift, $\overline{A}$’s Gaussian shares the true spectrum’s Gaussian’s height and width, and $\overline{A}$ overlaps the true spectrum in the positive limit of the $\omega$ grid.

10.7 Boson decay spectrum

The final model proved to be the most difficult, although it does capture the shape and characteristics of the spectrum without smearing out the defining features. Boson decay spectra can be characterized by a Gaussian in addition to a divergent peak with a power decay tail [44].
Figure 57: Bosonic decay spectrum.

Figure 58: Bosonic decay spectrum with left endpoint adjustment from $\omega = 1.3$ to $\omega = 1.5$. 
The spectrum in Figure 57 has a Gaussian of height 2.5 at \( \omega = 2.0 \) and an decaying exponential with a sharp edge at \( \omega = 6.0 \).

Optimized parameters were \( \beta = 32 \) with a transverse field of \( 2.0 \times 10^6 \). The minimum energy of the spin system was \( E_{\text{min}} = 3.2 \times 10^8 \) with an average fluctuation of \( \Delta n = 0.11 \) after 240 updates. \( \bar{A} \) retains the shape of the true spectrum, capturing the Gaussian’s shape and height, although shifted from the right. The peak of the decaying exponential is present, although the overall shape is distorted.

Optimizing the endpoints led to a better result, as seen in Figure 58. All parameters were kept the same, resulting in 246 updates to converge, with an average fluctuation per field of approximately \( \Delta n = 0.11 \). The minimum energy was approximately the same as with the previous attempt.

By restricting the leakage of spectral weight from the left side of the spectrum, the Gaussian is captured. The straight edge of the divergent peak is clearly present and so is its decay.

Although unable to replicate \( A \) perfectly, the QF method shows promise despite the complexity of the underlying spectrum. Further optimization techniques are currently being researched that might aid in better matching.
11 CONCLUSIONS AND PROSPECTS

As microprocessor advancement/size reduction keeps pace with Moore’s Law, racing towards a theoretical quantum threshold, and attempts at efficient quantum computing become more ubiquitous, there is an increasing need to find ways to solve problems using the tools and mathematical literature of quantum mechanics.

The Quantum Fluctuation method intersects the fields of condensed matter physics, computer science, and quantum information processing to solve the analytic continuation inversion.

Results thus far have supported theory. Spectral functions with simple geometric shapes such as a semi-circle, and those models with an added gap, have been been captured with success.

The same can be said about BCS, Gaussian peak, and divergent-edge power law spectra. Distinguishing characteristics of the more complicated, gapped BCS model have also been captured. Gap width matches that of the true spectral function, and peaks are prevalent.

Quantified errors include the variance of each time measurement of $G$. Other potential sources of error stem from the sensitivity of any variance between the respective measurements of $A$ and $D$, the error threshold within the MPS architecture, and machine error.

Although there has been research on and using the stochastic analytic approach [5, 55], attempts to further refine it [15, 24], and comparison between it and other optimization methods including MEM, numerical MPS-based [33], and using data from Heisenberg models to sample, this appears to be the first to use actual quantum fluctuations to solve an analytic continuation problem.

The presented research is robust enough to admit further investigations along several branches. Recent research has used techniques such as machine learning to train models to sample and generate its own spectral data [35, 53, 54]. Such exploration is in its early stages, and offers opportunities beyond merely single families of spectra [45].

Another possible avenue is to formalize the relationship between the transverse field limits
of the QF model and that of quantum phase transitions, in a generalized manner and also specific to different quantum models beyond that of the 1D Heisenberg.

While this research strictly deals with a 1D chain because of the DMRG’s ability to explore its ground state properties in a reduced dimensional manner, it is possible that research could expand into higher dimensional models.

In addition, research in areas such as grid optimization, density averaging, and default model selection are primed to be explored [42]. The design of a quantum algorithm to implement the QF is a further possibility.

The QF algorithm, as currently written, can still be improved. While adequate at resolving the spectra with a single defining characteristic, the QF model can be improved to resolve spectra with multiple, competing characteristics such as that with simultaneous Gaussian peaks and exponential decay.

Given time and additional numerical and computational tools, there is plenty of room for continued refinement.
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