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ABSTRACT

In 2015, the gravitational wave (GW) era of astronomy began. The binary black hole

(BBH) system being the primary source of GWs, are at the center stage of GW astronomy. The

matched-filtering method of detection of GWs requires accurate modeling of the BBH system and

the associated GWs. With the increasing sensitivity of the GW detectors, we need to push our

GW models to even higher accuracy in the future. There is also a need to make these models as

fast as possible to implement so as to allow for hundreds of detections in a year. This is where

the need to model the BBHs and GWs analytically comes into the picture. In this dissertation,

we document our series of efforts to construct analytical solutions to the BBH dynamics (spinning

and non-spinning) and the associated GWs. Apart from constructing the analytical solutions, we

implement our solutions in the form of publicly available Python and Mathematica packages for

the GW community to use and improve upon.
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CHAPTER 1

INTRODUCTION

The last six decades of progress in electromagnetic (EM) astronomy has been quite breath-

taking. Many of the phenomena that were uncovered were not even anticipated at the time of

building the instruments of astronomy. A few examples are the cosmic microwave background

(CMB), pulsars, accelerated expansion of the universe, etc. These phenomena have shaken not just

our understanding of astrophysics and cosmology but also fundamental theoretical physics.

With the detection of the first gravitational wave (GW) event in 2015, we have entered the

GW era of astronomy. If history is any guide, we expect to discover some even more radical and

ground-breaking phenomena using GWs. GWs offer an alternative and complementary (to EM

waves) window to the universe. Unlike EM waves, GWs can pass through shrouds of interstellar

dust without scattering and can give us information about the sources which would otherwise be

hidden (if one were looking only at the EM spectra of these sources).

The effects of GW data on our understanding of the universe could be profound. We expect

GW data to contribute greatly to our understanding of •astrophysics: compact object distribution

in the cosmos, formation channel of the black holes (BHs) •cosmology: resolution of the Hubble

constant tension and possible discovery of cosmic gravitational wave background (GW equivalent

of the CMB) •fundamental physics: nuclear equation of state, speed of gravitons, modifications

of Einstein’s theory of general relativity, quantizing gravity, etc. The above enumeration is just

our anticipation. The EM astronomy experience tells us that we will hopefully make many other

ground-breaking discoveries using GWs that we never expected to.

The primary sources of GWs are binary black holes (BBHs), wherein two BHs of comparable

masses orbit around a common center. The optimal method to detect GWs is matched filtering. It
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requires modeling the signal (to be detected) very accurately for the detection to happen. Modeling

this GW signal hinges crucially on modeling the dynamics of the BBH, i.e., predicting the positions

and velocities of the two BHs of the BBH system at any future time. Modeling the dynamics of

the BBH system and the associated GWs form the bulk of this dissertation. We now give a brief

overview of the contents of each chapter.

Chapter 2 and 3: We construct the action-angle variables of a spinning, eccentric BBH

system at 1.5 PN order. More specifically, we give explicit expressions of the actions and we

show how to write the usual positions and momenta in terms of the actions and angles. This is

equivalent to constructing the closed-form solution of the system. Because of the complex nature

of the problem, the fifth and the last action is constructed in Chapter 3.

Chapter 4: Liouville-Arnold theorem implies that the spinning, eccentric BBH must have

five constants of motion with vanishing Poisson brackets (PBs) to be integrable. At 2PN order,

three of these constants are trivial (Hamiltonian, total angular momentum and its 𝑧-component). In

this chapter we construct two new 2PN constants of motion such that all these five 2PN constants

of motion have a vanishing PB up to 2PN, thereby proving that the system is 2PN integrable.

Chapter 5: We focus on eccentric, non-spinning BBHs in this chapter. Here we construct

the 4PN closed-form solution to the system. We also present a Mathematica package which uses

our 4PN conservative solution, 3PN radiative effects (already given in Ref. [1]) and generates a

full inspiral-merger-ringdown gravitational waveform. Our package is a derivative of the original

package built by Ian Hinder [2] which is accurate up to 3PN (2PN) in conservative (radiative)

sector. We also explore some data-analysis oriented “match” estimates to assess the importance of

these newly added 4PN contributions.

Chapter 6: Ref. [3], constructed the Fourier-domain gravitational waveform for non-

spinning, eccentric BBHs which was Newtonian (2PN) order accurate in the conservative (radiative)

sector as power series in two small parameters: the PN parameter 𝑥 and small initial eccentricity

𝑒0. In this chapter we explore the numerical convergence of this bivariate power series in terms of

certain data-analysis oriented quantities like match and Fisher-matrix errors.
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Finally in Chapter 7, we conclude.
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CHAPTER 2

ACTION-ANGLE VARIABLES OF BINARY BLACK HOLES AT 1.5PN

The contents of this chapter can be found at Refs. [4] and [5].

2.1 Introduction

Laser interferometer detectors have made numerous gravitational wave (GW) detections

that have originated from compact binaries made up of black holes (BHs) or neutron stars [6–8].

Among these detections, the predominant sources of GWs are from binary black holes (BBHs),

whose initial eccentricity is believed to be mostly radiated away by the time they enter the frequency

band of the ground-based detectors such as LIGO, Virgo, and KAGRA. Since the upcoming LISA

mission [9, 10] will target compact binaries earlier in their inspiral phase compared to the ground

based detectors, incorporating eccentricity becomes more relevant. Since the observation time for

LISA sources will be much longer, it is imperative to find accurate closed-form solutions to the

binary dynamics.

This brings us to the question of working out the closed-form dynamics of a generic BBH

system, with arbitrary eccentricity, masses, and with both BHs spinning, without special alignment.

Many such attempts have been made in the literature [11–19], but most (if not all) of them give

the solution of the conservative sector of the dynamics under some simplifying conditions such as

the quasi-circular limit, equal-mass case, only one or none of the BHs spinning, orbit-averaging,

etc. Only recently, a method was provided to find the closed-form solution to a BBH system with

arbitrary eccentricity, spins, and masses at 1.5 post-Newtonian (PN) order for the first time [20],

(with the 1PN part of the Hamiltonian being omitted, as it is not complicated to handle). The

natural next question is: how can one construct the solutions at 2PN, or is it even feasible?
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This line of questioning led us to probe the integrability (and therefore existence of action-

angle variables) of the BBH system at 2PN in Ref. [21] (subject of Chapter 4), wherein we found

that a BBH system is indeed 2PN integrable when we applied the PN version of the Liouville-

Arnold (LA) theorem (see Footnote 1), due to the existence of two new 2PN constants of motion

we discovered. Since integrability precludes chaos (which would obstruct finding closed-form

solutions), establishing integrability at 2PN instills hope towards finding a closed-form solutions

at this order. A straightforward extension of the methods of Ref. [20] from 1.5PN to 2PN appears

too difficult to carry out. Our hope is to use non-degenerate canonical perturbation theory, which

when starting with 1.5PN action-angle variables, can yield 2PN action-angle variables. If this line

of work is to be pursued, the 1.5PN action-angle variables are imperative (the calculation can not

start from a lower PN order because of degeneracy, as we will discuss later).

The history of action-angle variables literature dates back centuries. The Kepler equation

presented in 1609 gives the Newtonian angle variable [22], long before Newton proposed his laws

of motion and gravitation. Important contributions were made by Delaunay to the action-angle

formalism of the Newtonian two-body system [22]. More recently, Damour and Deruelle gave the

1PN extension of the angle variable when they worked out the quasi-Keplerian solution to the non-

spinning eccentric BBH system [23]. Damour, Schäfer and Jaranowski worked out action variables

at 2PN and 3PN ignoring all the spin effects. Such post-Newtonian calculations make use of the

work of Sommerfeld for complex contour integration to evaluate the radial action variable [24].

Finally, Damour gave the requisite number (five) of 1.5PN constants of motion in Ref. [25], which

is required for integrability as per the LA theorem.

This is a part of the larger program to eventually build analytical waveform models for the

generic spinning, eccentric BBH system. In this chapter, we derive four (out of the five) action

variables, with the fourth one being in the form of a PN series. The fifth action is derived in the

next chapter, due to its complexity. These action variables are closely related to the Keplerian-like

parameterization for the generic system at 1.5PN recently presented in Ref. [26] (that work omitted

the 1PN orbital terms from the Hamiltonian for simplicity, but the approach will work with the 1PN
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terms included). Next we discuss how to compute all the frequencies of the system. Then we give

a clear roadmap on how to compute all angle variables of the system implicitly, by expressing the

standard phase space variables of the system ( ®𝑅, ®𝑃, ®𝑆1, ®𝑆2) as explicit functions of the action-angle

variables. We then explain how the action-angle variables can be used to construct solutions to the

BBH system at 1.5PN and higher PN orders via canonical perturbation theory.

The layout of this chapter is as follows. In Sec. 2.2 we introduce preliminaries like post-

Newtonian power counting, Liouville integrability, the Hamiltonian phase space and Poisson bracket

structure for the BBH problem, and the 2PN Hamiltonian. In Sec. 2.3, we compute four out of five

action variables up to 1.5 PN by integrating along closed loops on the invariant tori in phase space.

Then we finally show how to compute the five frequencies, angle variables, and the action-angle

based solution to the system in Sec. 2.4 before summarizing our work and suggesting its future

extensions in Sec. 2.5.

2.2 The setup
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Figure 2.1: Schematic setup of a precessing black hole binary.

We start by describing the canonical variables and the dynamical setup used to study
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eccentric binaries of black holes with precessing spins in the PN approximation. The BBH system

under consideration is schematically displayed in Fig. 2.1, using its center-of-mass frame [27], to

define the separation vector ®𝑅 ≡ ®𝑅1 − ®𝑅2 and the linear momenta ®𝑃 ≡ ®𝑃1 = − ®𝑃2 of a binary of

black holes with masses 𝑚1 and 𝑚2. With these quantities, we build the Newtonian orbital angular

momentum ®𝐿 ≡ ®𝑅 × ®𝑃, and the total angular momentum ®𝐽 ≡ ®𝐿 + ®𝑆1 + ®𝑆2 which includes the BH

spins ®𝑆1 and ®𝑆2. The individual BH masses are 𝑚1 and 𝑚2, and the total mass is 𝑀 ≡ 𝑚1 + 𝑚2.

Additionally, the reduced mass is given by 𝜇 ≡ 𝑚1𝑚2/𝑀 and the symmetric mass ratio 𝜈 ≡ 𝜇/𝑀

is a function of the reduced mass. The constants 𝜎1 ≡ 1 + 3𝑚2/4𝑚1 and 𝜎2 ≡ 1 + 3𝑚1/4𝑚2 are

used to build the effective spin

®𝑆eff ≡ 𝜎1 ®𝑆1 + 𝜎2 ®𝑆2 . (2.1)

This should not be confused with other common spin parameters used in the literature [28–

30], namely the projected effective spin 𝜒eff ≡ (𝑚1𝜒1 + 𝑚2𝜒2)/𝑀 , or the combination ®𝑆0 ≡

(1 +𝑚2/𝑚1) ®𝑆1 + (1 +𝑚1/𝑚2) ®𝑆2. Racine found [29] that ®𝐿 · ®𝑆0 is conserved under the Newtonian-

orbit-average of the 2PN equations of motion; we will discuss this further in Sec. 4.2.

Even when our approach throughout this chapter is purely Hamiltonian, we may define a

velocity ®𝑣 ≡ ®𝑃/𝜇 since the ratio 𝑣2/𝑐2 is often used as a PN expansion parameter. Latin indices

𝑖 = 1, 2, 3 denote the 𝑖th Cartesian component of a vector, and we employ the Einstein summation

convention unless stated otherwise.

The spin angular momentum for a Kerr black hole labeled 𝐴 is

®𝑆𝐴 = ®𝜒𝐴
𝐺𝑚2

𝐴

𝑐
, (2.2)

where | ®𝜒 | ≤ 1 so that there are no naked singularities. Notice the factor of 1/𝑐, which affects the

post-Newtonian order of any terms containing spins; this will be detailed in Secs. 2.2.1 and 2.2.4.
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2.2.1 Counting post-Newtonian orders

Post-Newtonian counting applies to any function 𝑦 of phase-space variables, which we

expand as an asymptotic series using a certain PN parameter 𝑥, i.e., 𝑦 =
∑
𝑘 𝑦𝑘𝑥

𝑘 . Depending on

context, one of 𝑣, an orbital frequency 𝜔, or 𝑅 is used as the expansion parameter. Specifically,

from Newtonian order, we may define 𝑥 to be any of

𝑥 ≡ 𝑣
2

𝑐2 ,

(
𝐺𝑀𝜔

𝑐3

)2/3
, or

𝐺𝑀

𝑐2𝑅
. (2.3)

Since we have kept the powers of 𝑐 explicitly, we can see that any choice is equivalent to counting

powers of 𝑐−2. This latter observation is important when spins are involved, since spin includes

1/𝑐 [see Eq. (2.2)] but does not scale with 𝑣, 𝜔, or 𝑅.

Let a phase-space function 𝑦 be written in the form

𝑦 = 𝑥𝑚
∞∑︁
𝑘=0

𝑌𝑘𝑥
𝑘 , (2.4)

In Eq. (2.4), 𝑌0 ≠ 0 is the first non-vanishing term in the expansion, and we would say that the term

𝑌𝑘 is 𝑘PN orders higher than 𝑌0, or is of “relative 𝑘PN order.” For example, when including spins

in the total angular momentum,

®𝐽 = ®𝐿 + ®𝑆1 + ®𝑆2 = ®𝐿
[
1 + O

(𝑣
𝑐

)]
, (2.5)

we see that spins are 0.5PN orders higher than orbital angular momentum.

2.2.2 Hamiltonian dynamics on a symplectic manifold

From now on, we will follow the Hamiltonian formulation to study the BBH system; we will

review its algebraic structure [31, 32]. Hamiltonian dynamics takes place on an (even-dimensional)

symplectic manifold. A smooth manifold equipped with a closed non-degenerate differential 2-form

Ω (the symplectic form) is called a symplectic manifold. The algebra of non-vanishing Poisson

8



brackets (PBs) between the phase-space variables 𝑅𝑖, 𝑃 𝑗 , 𝑆𝑖1, and 𝑆𝑖2 is given by

{
𝑅𝑖, 𝑃 𝑗

}
= 𝛿𝑖𝑗 and

{
𝑆𝑖𝐴, 𝑆

𝑗

𝐵

}
= 𝛿𝐴𝐵𝜖

𝑖 𝑗
𝑘𝑆

𝑘
𝐴 . (2.6)

Notice that all brackets with spins preserve the norms | ®𝑆𝐴 |, so although the spin vectors are three-

dimensional, each is restricted to evolve on the surface of a 2-sphere. This makes the phase space

a ten-dimensional manifold.

Time evolution under a Hamiltonian 𝐻 of any phase-space quantity 𝑓 (Q𝑖,P𝑖) is given by

¤𝑓 = { 𝑓 , 𝐻}, where Q𝑖,P𝑖 collectively denote canonical coordinates on phase space. The standard

rules of sum, product, anti-commutativity, and chain rule make the PBs in Eq. (2.6) sufficient to

evaluate the PB of any quantities built from Q𝑖,P𝑖.1 The remainder of this section is for readers

interested in the symplectic structure, relevant to computing action-angle variables, the subject of

Sec. 2.3.

Our symplectic manifold is the product of the 6-dimensional phase space of orbital dynam-

ics, and two 2-dimensional spin phase spaces, each of which is an 𝑆2 (the only 𝑆𝑛 that admits a

symplectic structure). The symplectic form is correspondingly a sum over the three manifolds.

Commonly, symplectic forms are presented in Darboux coordinates,

Ω ≡
∑︁
𝑖

𝑑P𝑖 ∧ 𝑑Q𝑖 . (2.7)

This is possible on the orbital phase space, which is a cotangent space, 𝑇∗R3, and admits the

globally-valid canonical form Ωorb = 𝑑𝑃𝑖 ∧ 𝑑𝑅𝑖.

However, there is no globally-valid Darboux coordinate system on the 2-sphere. The

symplectic structure on the 𝑆2 is unique up to scaling and is proportional to the standard area

element, Ωspin
𝑖 𝑗
∝ 𝜖𝑖 𝑗 ; the normalization is fixed to agree with Eq. (2.6). Thinking of the 𝑆2 as an

1If computing PBs by hand, the following derived identities are also useful:
{
𝐿𝑖 , 𝐿 𝑗

}
= 𝜖 𝑖 𝑗 𝑘𝐿

𝑘 ; and, for any scalar
function 𝑓 ,

{
𝑓 , ®𝐿

}
= ®𝑃 × ∇𝑃 𝑓 + ®𝑅 × ∇𝑅 𝑓 , where the 3-vector ∇𝑃 𝑓 has components 𝜕 𝑓 /𝜕𝑃𝑖 , and similarly for ∇𝑅 𝑓 .
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embedded submanifold in spin space, the inverse symplectic form can be written as

(Ω−1
spin)

𝑖 𝑗 = 𝑆𝑘𝜖𝑘
𝑖 𝑗 . (2.8)

This representation should make it clear that the symplectic form is SO(3) covariant. An equivalent

representation is Ωspin = 𝑑𝑆𝑧 ∧ 𝑑𝜙, where 𝜙 is the azimuthal angle of the spin about the 𝑧 axis. The

total symplectic form is thus

Ω = 𝑑𝑃𝑖 ∧ 𝑑𝑅𝑖 + 𝑑𝑆1𝑧 ∧ 𝑑𝜙1 + 𝑑𝑆2𝑧 ∧ 𝑑𝜙2 . (2.9)

As noted above, it is SO(3) covariant, which will be useful in evaluating some action integrals.

Finally let us note that while Ωorb is 𝑐-independent, Ω−1
spin carries one power of spin [seen in

Eqs. (2.6) and (2.8)], and spin carries a power of 1/𝑐. Orbital and spin PBs thus change PN orders

in different ways, which will be important in Sec. 4.2.

2.2.3 Integrable systems

A 2𝑛-dimensional Hamiltonian system is said to be integrable in the Liouville sense if

there exist 𝑛 independent phase-space functions 𝐹𝑖 which are all mutually Poisson commuting,{
𝐹𝑖, 𝐹𝑗

}
= 0. These functions are said to be “in involution” [31–33].2 Bound systems that are

integrable admit a canonical transformation to a set of phase-space coordinates called action-angle

variables. The evolution of such systems is trivial in action-angle variables, so there cannot be any

chaos or phase space mixing; all bound orbits are multiply-periodic. Action-angle variables are

ideal for studying perturbations of integrable systems. For our purposes, we would like to treat

terms of higher PN orders as a perturbation of an integrable system.

A level set of all the constants of motion must be an 𝑛-dimensional torus 𝑇𝑛 [32]. The

actions J𝑖 can be found via certain coordinate-independent integrals along 𝑛 closed loops restricted

2More precisely, the Liouville-Arnold theorem states that, on a 2𝑛-dimensional symplectic manifold, if 𝜕𝑡𝐻 = 0
and there are 𝑛 independent phase-space functions 𝐹𝑖 in mutual involution, and if level sets of these functions form a
compact and connected manifold, then the system is integrable.
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to the tori (holding constant each of the 𝐹𝑖). If global Darboux coordinates are possible, the action

integrals are [31–33],

J𝑘 =
1

2𝜋

∮
C𝑘

∑︁
𝑖

P𝑖𝑑Q𝑖 . (2.10)

Here C𝑘 is the 𝑘th loop on the torus. The set of 𝑛 loops must be in different homotopy classes

(more precisely, the homotopy classes form an integer lattice Z𝑛, and our 𝑛 loops’ homotopy classes

must span the lattice). The 1-form integrand of Eq. (2.10) is a symplectic potential, 𝜃 =
∑
𝑖 P𝑖𝑑Q𝑖,

whose exterior derivative gives the symplectic 2-form, Ω = 𝑑𝜃. Since Ω vanishes on the level set

of all the constants of motion, it is straightforward to show that the J𝑘 depend only on homotopy

class, and not on choice of loop in that class.

However on some symplectic manifolds, including the 2-sphere, Ω is not an exact form,

Ω ≠ 𝑑𝜃. This makes the action integrals Eq. (2.10) ambiguous. One approach is to make a global

choice of how to ‘cap’ the loops to another reference loop, and thus perform integrals of Ω over

2-surfaces. This ambiguity is benign, as it will only shift the action integrals by global constants.3

To complete the coordinate system, there will be 𝑛 angle variables 𝜙𝑖 which are conjugate,

i.e.,
{
𝜙𝑖,J𝑗

}
= 𝛿𝑖 𝑗 and all other PBs vanishing. Each angle variable 𝜙𝑖 runs from 0 to 2𝜋 as one

follows the flow 𝑑/𝑑𝜙𝑖 = {−,J𝑖} generated by its conjugate action. We will not construct the angle

variables in this work.

2.2.4 2PN Hamiltonian with spins included

To write the Hamiltonian at different post-Newtonian orders, we adopt the convention that

𝐻𝑛PN stands for the part of Hamiltonian which is of 𝑛PN order relative to the leading Newtonian

order term (dubbed 𝐻N). The Hamiltonian up to 2PN of the BBH system in the center-of-mass

frame is

𝐻 = 𝐻N + 𝐻1PN + 𝐻1.5PN + 𝐻2PN + O(𝑐−5) , (2.11)

3We thank Samuel Lisi for discussion of the finer points of this ambiguity.
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where O(𝑐−5) represents corrections of order 2.5PN and higher. To simplify we will use the scaled

quantities ®𝑟 ≡ ®𝑅/𝐺𝑀 , ®𝑝 ≡ ®𝑃/𝜇, and the radial component of scaled momentum is 𝑟 · ®𝑝, with the

implicit understanding that the “hatted” version of any vector in this chapter is the corresponding

unit vector. The vector ®𝑝 has units of velocity, and 1/𝑟 has units of velocity squared, enabling the

easy reading of PN orders. The individual contributions are [28, 34–37]

𝐻N = 𝜇

(
𝑝2

2
− 1
𝑟

)
, (2.12)

𝐻1PN =
𝜇

𝑐2

{
1
8
(3𝜈 − 1)𝑝4 + 1

2𝑟2

− 1
2𝑟

[
(3 + 𝜈)𝑝2 + 𝜈(𝑟 · ®𝑝)2

] }
, (2.13)

𝐻1.5PN =
2𝐺
𝑐2𝑅3

®𝑆eff · ®𝐿, (2.14)

𝐻2PN =
𝜇

𝑐4

{
− 1

4𝑟3 (1 + 3𝜈) + 1
16

(
1 − 5𝜈 + 5𝜈2

)
𝑝6

+ 1
2𝑟2

(
3𝜈(𝑟 · ®𝑝)2 + (5 + 8𝜈)𝑝2

)
+ 1

8𝑟

[
− 3𝜈2(𝑟 · ®𝑝)4 − 2𝜈2(𝑟 · ®𝑝)2𝑝2

+
(
5 − 20𝜈 − 3𝜈2

)
𝑝4

]}
+ 𝐻SS,2PN . (2.15)

The 2PN spin-spin interaction is

𝐻SS,2PN = 𝐻S1S1 + 𝐻S2S2 + 𝐻S1S2, (2.16)

𝐻S1S1 =
𝐺

𝑐2
𝑚2

2𝑚1
𝑆𝑖1𝑆

𝑗

1 𝜕𝑖𝜕𝑗𝑅
−1 , (2.17)

𝐻S2S2 =
𝐺

𝑐2
𝑚1

2𝑚2
𝑆𝑖2𝑆

𝑗

2 𝜕𝑖𝜕𝑗𝑅
−1 , (2.18)

𝐻S1S2 =
𝐺

𝑐2 𝑆
𝑖
1𝑆

𝑗

2 𝜕𝑖𝜕𝑗𝑅
−1 , (2.19)

where 𝜕𝑖𝜕𝑗𝑅−1 = (3𝑅̂𝑖 𝑅̂ 𝑗 − 𝛿𝑖 𝑗 )/𝑅3 is symmetric and trace-free.

Notice that since 𝐻1.5PN ∼ O(𝑐−2𝑆) and, as previously mentioned, spin goes as 𝑆 ∼ O(𝑐−1),

so indeed 𝐻1.5𝑃𝑁 ∼ O(𝑐−3). Likewise, 𝐻SS,2PN ∼ O(𝑐−2𝑆2) ∼ O(𝑐−4), justifying the claimed PN
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orders of these terms.

2.3 Action variables at 1.5PN order

To start, we will focus on integrability at 1.5PN, truncating the Hamiltonian to

𝐻 = 𝐻N + 𝐻1PN + 𝐻1.5PN + O(𝑐−4) . (2.20)

As has been known for many years now [28], truncating at this order gives a 10-dimensional phase

space with 5 constants of motion 𝐹𝑖 in mutual involution, namely, the set {𝐹𝑖} = {𝐻, 𝐽2, 𝐽𝑧, 𝐿
2, ®𝑆eff ·

®𝐿}. At this level, the involution is “exact”, for the associated PBs vanish exactly. This involution

can be verified by the Mathematica notebook which accompanies this article [38], which makes

use of the xAct/xTensor suite [39].

This involution implies the existence of action-angle variables. We will construct four out

of five action variables in this section. For each action variable J𝑘 , we will consider a different

loop C𝑘 tangent to the five-torus given by constancy of the five 𝐹𝑖, and perform the (capped) loop

integral of Eq. (2.10).

2.3.1 Loops generated by 𝐽2, 𝐽𝑧, and 𝐿2

We find three of these loops by following the flow of the generators 𝐽2, 𝐽𝑧, and 𝐿2. To

demonstrate, let 𝑑/𝑑𝜆1 =
{
−, 𝐿2} be the vector field tangent to the flow generated by 𝐿2. Notice

that this flow makes ®𝑅 and ®𝑃 rigidly rotate about the constant 𝐿̂, while the two ®𝑆𝐴 are not moved.

Thus we have (with ®𝑉 representing either ®𝑅 or ®𝑃)

𝑑 ®𝑉
𝑑𝜆1

=

{
®𝑉, 𝐿2

}
= 2®𝐿 × ®𝑉 , 𝑑 ®𝑆𝐴

𝑑𝜆1
= 0 . (2.21)

As this is a rigid rotation, the phase-space flow will complete one cycle as the parameter 𝜆1 increases

by Δ𝜆1 = 2𝜋/|2®𝐿 |. Similarly, let 𝑑/𝑑𝜆2 ≡ {−, 𝐽𝑧}. This time all vectors rotate rigidly about the 𝑧
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axis,

𝑑 ®𝑉
𝑑𝜆2

= 𝑧 × ®𝑉, (2.22)

with ®𝑉 representing any of ®𝑅, ®𝑃, and ®𝑆𝐴. After 𝜆2 increases by Δ𝜆2 = 2𝜋, the spin and orbital

phase-space variables will close the loop. Thirdly, with 𝑑/𝑑𝜆3 ≡
{
−, 𝐽2}, all vectors rigidly rotate

around the constant 𝐽,

𝑑 ®𝑉
𝑑𝜆3

= 2 ®𝐽 × ®𝑉 , (2.23)

with ®𝑉 again representing any of ®𝑅, ®𝑃, and ®𝑆𝐴. The phase-space flow under 𝑑/𝑑𝜆3 closes after the

parameter 𝜆3 increases by Δ𝜆3 = 2𝜋/|2 ®𝐽 |.

All three of these flows can be treated with the same method. Since the symplectic forms

on orbital and spin phase spaces simply add, we treat the orbital and spin components one at a time

and add the final results,

J = J orb + J spin , (2.24)

J orb ≡ 1
2𝜋

∮
C

∑︁
𝑖

𝑃𝑖𝑑𝑅
𝑖 , (2.25)

and similarly for the spin sector, except that the spin integral is ‘capped’ so as to become an area

integral of Ωspin.

We write 𝑑/𝑑𝜆 for any of the three flows, and use ®𝑛 to denote the fixed vector about which

others rotate, ®𝑛 being one of {2®𝐿, 𝑧, 2 ®𝐽}. The loop closes after the parameter change ofΔ𝜆 = 2𝜋/|®𝑛|.

This is illustrated in Fig. 2.2. The only exception is that the spin vectors are not moved by 𝑑/𝑑𝜆1,

but since we break the action integral up as in Eq. (2.24), this is simple to implement. First, when

we parameterize C using 𝜆, the J orb integral becomes

J orb =
1

2𝜋

∫ Δ𝜆

0
𝑃𝑖
𝑑𝑅𝑖

𝑑𝜆
𝑑𝜆 =

1
2𝜋

∫ Δ𝜆

0
®𝑃 · (®𝑛 × ®𝑅) 𝑑𝜆
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Figure 2.2: Configuring the integration paths for the action integrals.

=
1

2𝜋

∫ Δ𝜆

0
®𝑛 · ®𝐿 𝑑𝜆 = 𝑛̂ · ®𝐿 . (2.26)

The second equality comes from evaluating the flow for 𝑑𝑅𝑖/𝑑𝜆; the third equality comes from

permuting the triple product. The last equality arises since in all three cases, ®𝐿 rigidly rotates

around ®𝑛 (because ®𝑅 and ®𝑃 also rigidly rotate around ®𝑛), so the dot product is constant around the

loop.

For the spin sector, we choose to cap each curve C by the equatorial plane (in spin space),

i.e., the oriented area integral will be bounded between the 𝑆𝑧
𝐴
= 0 plane and C. One can show that

this gives the same result as the ordinary integral (for one of the two spins)

J spin
𝐴

=
1

2𝜋

∮
𝑆𝑧
𝐴
𝑑𝜙𝐴 . (2.27)

While this integral does not seem to be SO(3) covariant, recall that the symplectic form does have

this symmetry, as seen in Eq. (2.8). To take advantage of this symmetry, we call 𝑛̂ a new axis 𝑧′,

and instead compute 1
2𝜋

∮
𝑆𝑧′
𝐴
𝑑𝜙′

𝐴
. Since each ®𝑆𝐴 rigidly rotates around 𝑛̂, the integral in one spin

sector will simply be

J spin
𝐴

= 𝑆𝑧′
𝐴
= 𝑛̂ · ®𝑆𝐴 . (2.28)
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Combining, we see for the generators 𝐽2 and 𝐽𝑧,

J = 𝑛̂ · ( ®𝐿 + ®𝑆1 + ®𝑆2) = 𝑛̂ · ®𝐽 . (2.29)

Meanwhile, for 𝐿2, only the orbital sector contributes, and we have J = 𝑛̂ · ®𝐿. This gives us our

first three action integrals,

J1 = | ®𝐽 | , J2 = 𝐽𝑧 , J3 = | ®𝐿 | . (2.30)

2.3.2 Loop in 𝑅-𝑃𝑅 space

To compute a fourth action variable, we find a loop on the five-torus (of constant values of

the 𝐹𝑖 mutually-commuting phase-space functions) in a plane parallel to the 𝑅-𝑃𝑅 plane. We will

denote the constant values of the 𝐹𝑖 functions with overbars, i.e., taking the values 𝐻 = Ē, 𝐿2 = L̄2,

and 𝐿 · 𝑆eff. We define 𝑃𝑅 to be the momentum conjugate to the radial separation 𝑅,

𝑃𝑅 ≡ ®𝑃 · 𝑅̂ . (2.31)

To show how to construct this loop, we eliminate from the 1.5PN Hamiltonian all dependence

except for 𝑅, 𝑃𝑅, and the values of constants. This starts from the definition of ®𝐿 = ®𝑅 × ®𝑃, to get

𝐿2 = 𝑅2𝑃2 − ( ®𝑃 · ®𝑅)2 , (2.32)

𝑃2 = 𝑃2
𝑅 +
L̄2

𝑅2 . (2.33)

Replacing 𝑃2 using this relation will eliminate the angular components of ®𝑃 from the 1.5PN

Hamiltonian. To compact the notation, we will again use the scaled variables 𝑟, 𝑝, with 𝑝𝑟 ≡ 𝑃𝑅/𝜇,
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and define the shorthand

𝑒𝑘 ≡
𝑝2
𝑟

2
+ L̄2

2𝜇2𝑅2 , (2.34)

which is the Newtonian kinetic energy per reduced mass (and also has units of 𝑣2). Then evaluating

the 1.5PN Hamiltonian on this torus, we find

Ē
𝜇
= 𝑒𝑘 −

1
𝑟
+ 1
𝑐2

{
1

2𝑟2 − (𝜈 + 3) 𝑒𝑘
𝑟
− 𝜈 𝑝

2
𝑟

2𝑟
+ 1

2
(3𝜈 − 1)𝑒2

𝑘

}
+ 2𝐺
𝑐2𝜇𝑅3 𝐿 · 𝑆eff . (2.35)

This equality demonstrates that we can solve for 𝑃𝑅 (𝑅) in terms of 𝑅, Ē, L̄, and 𝐿 · 𝑆eff – thus

making a loop while staying tangent to the torus. We solve for 𝑃2
𝑅

perturbatively in powers of 1/𝑐2,

finding

𝑃2
𝑅 = 2𝜇Ē + (1 − 3𝜈)

𝑐2 Ē2 +
2𝐺𝑀𝜇

[
𝜇 + (4 − 𝜈) Ē

𝑐2

]
𝑅

+

[
−L̄2 + (𝐺𝑀𝜇)

2

𝑐2 (𝜈 + 6)
]

𝑅2

−𝜇𝐺 (L̄
2 + 4𝐿 · 𝑆eff)
𝑅3𝑐2 + O(𝑐−4) . (2.36)

Here we have collected terms by powers of 𝑅−1, in anticipation of performing a Sommerfeld

integral, following Damour and Schäfer [27]. This momentum enters into the action integral,

where the loop is restricted to the (𝑅, 𝑃𝑅) plane,

J4 =
1

2𝜋

∮
𝑃𝑅 𝑑𝑅 =

2
2𝜋

∫ 𝑅max

𝑅min

(
𝐴 + 2𝐵

𝑅
+ 𝐶
𝑅2 +

𝐷

𝑅3

)1/2
𝑑𝑅 , (2.37)

where the coefficients 𝐴, 𝐵, 𝐶, 𝐷 are constants along this loop, to be read directly from Eq. (2.36).

The factor of 2 comes since the loop runs from one turning point, 𝑅min, to the other, 𝑅max, and then

back.

To evaluate this integral, we can use the results from Sec. 3 and Appendix B of [27]. The

result is in terms of the torus constants Ē, L̄, and 𝐿 · 𝑆eff. We promote these back to their respective
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phase-space functions, giving

J4 = −𝐿 + 𝐺𝑀𝜇
3/2

√
−2𝐻

+ 𝐺𝑀
𝑐2

[
3𝐺𝑀𝜇2

𝐿
+
√
−𝐻 𝜇1/2(𝜈 − 15)

√
32

− 2𝐺𝜇3

𝐿3
®𝑆eff · ®𝐿

]
+ O(𝑐−4) . (2.38)

Unlike the first three actions, the fourth action is not “exact” at 1.5PN, but rather we have presented it

as a PN series, just like the radial action in Ref. [27]. This is consistent with the 1.5PN Hamiltonian

itself being a truncated PN series.

The four action integrals we computed are functionally independent, as can be seen by their

different dependence on the original mutually-commuting phase-space functions 𝐻, 𝐽2, 𝐽𝑧, 𝐿
2, and

®𝑆eff · ®𝐿. This corresponds to their loops (all of which are tangent to a torus) being in linearly-

independent homology classes. The calculations for the fifth action (both as a PN series and

“exact” at the 1.5PN order) are quite lengthy, so we will present in the next chapter.

It is worth noting that at 1.5PN order, spin effects enter the action integrals, as can be

easily seen in Eqs. (2.30) and (2.38). This is relevant to the method of torus-averaging, which is

used in canonical perturbation theory [22, 31]. Since the actions depend on spin, it is easy to see

that torus-averaging will differ from orbit-averaging (over Newtonian orbits) which has been used

extensively in the literature [29, 40–43]. We expect torus-averaging to be more accurate at 1PN

and higher orders.

2.4 Frequencies and angle variables

2.4.1 Computing the frequencies

Since we have an integrable Hamiltonian system, the Hamiltonian is a function of the

actions, though it may not be possible to write 𝐻 explicitly in terms of the actions. In terms of the

actions, the equations of motion for the respective angle variables are trivial,

¤𝜃𝑖 =
𝜕𝐻

𝜕J𝑖
= 𝜔𝑖 ( ®J) . (2.39)
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As a consequence, the usual phase space variables are all multiply-periodic functions of all of

the angle variables. Concretely, this means a Fourier transform of some regular coordinate would

consist of a forest of delta function peaks at Z-linear combinations of the fundamental frequencies

𝜔𝑖 [44]. Additionally, if we know the frequencies, we can locate resonances — where the ratio of

two frequencies is a rational number — which are key to the KAM theorem and the onset of chaos.

With ®𝐶 standing for the vector of all five mutually commuting constants, 𝐻 being one of

these 𝐶𝑖’s, 𝐻 is automatically a function of ®𝐶. In principle once can invert ®J ( ®𝐶) (at least locally,

via the inverse function theorem) for ®C( ®J), and thus find an explicit expression for 𝐻 ( ®J) paving

the road for the computation of the frequencies 𝜔𝑖. But this is not necessary.

Instead, we follow the approach given in Appendix A of Ref. [45] to find the frequencies

as functions of the constants of motion, via the Jacobian matrix between the five 𝐶𝑖’s and the

five J𝑖’s. For the purpose of frequency computations, we take our 𝐶𝑖’s to be (in this specific

order) ®C = {𝐽, 𝐽𝑧, 𝐿, 𝐻, 𝑆eff · 𝐿}. As showed in Ref. [21], the first three of these are already action

variables. We take the order of the actions to be ®J = {𝐽, 𝐽𝑧, 𝐿,J4,J5}. The expression for J4 was

given as an explicit function of (𝐻, 𝐿, 𝑆eff · 𝐿) in Ref. [21]. The Jacobian matrix 𝜕J 𝑖/𝜕𝐶 𝑗 can be

found explicitly, since we have analytical expressions for ®J ( ®𝐶). This matrix is somewhat sparse,

given by

𝜕J 𝑖

𝜕𝐶 𝑗
=



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0

0 0 𝜕J4
𝜕𝐿

𝜕J4
𝜕𝐻

𝜕J4
𝜕 (𝑆eff·𝐿)

𝜕J5
𝜕𝐽

0 𝜕J5
𝜕𝐿

0 𝜕J5
𝜕 (𝑆eff·𝐿)


. (2.40)

Now we use the simple fact that the Jacobian 𝜕𝐶𝑖/𝜕J 𝑗 is the inverse of this matrix (assuming it is

full rank),

𝜕J 𝑖

𝜕𝐶 𝑗

𝜕𝐶 𝑗

𝜕J 𝑘
= 𝛿𝑖 𝑘 , (2.41)
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𝜕 ®𝐶
𝜕 ®J

=

[
𝜕 ®J
𝜕 ®𝐶

]−1

. (2.42)

Because of the sparsity of the matrix in Eq. (2.40), we directly invert and find the only nonvanishing

coefficients in the inverse are

𝜕C𝑖
𝜕J 𝑗

=



1 0 0 0 0

0 1 0 0 0

0 0 1 0 0
𝜕𝐻
𝜕𝐽

0 𝜕𝐻
𝜕𝐿

𝜕𝐻
𝜕J4

𝜕𝐻
𝜕J5

𝜕 (𝑆eff·𝐿)
𝜕𝐽

0 𝜕 (𝑆eff·𝐿)
𝜕𝐿

0 𝜕 (𝑆eff·𝐿)
𝜕J5


. (2.43)

The frequencies we seek are in the fourth row of this matrix. Matrix inversion yields the following

expressions for the frequencies:

𝜕𝐻

𝜕𝐽
= 𝜔1 =

(𝜕J4/𝜕 (𝑆eff · 𝐿)) (𝜕J5/𝜕𝐽)
(𝜕J4/𝜕𝐻) (𝜕J5/𝜕 (𝑆eff · 𝐿))

, (2.44a)

𝜕𝐻

𝜕𝐽𝑧
= 𝜔2 = 0, (2.44b)

𝜕𝐻

𝜕𝐿
= 𝜔3 =

[
(𝜕J4/𝜕 (𝑆eff · 𝐿)) (𝜕J5/𝜕𝐿) (2.44c)

− (𝜕J4/𝜕𝐿) (𝜕J5/𝜕 (𝑆eff · 𝐿))
]

× (𝜕J4/𝜕𝐻)−1(𝜕J5/𝜕 (𝑆eff · 𝐿)−1 ,

𝜕𝐻

𝜕J4
= 𝜔4 = (𝜕J4/𝜕𝐻)−1 , (2.44d)

𝜕𝐻

𝜕J5
= 𝜔5 = − 𝜕J4/𝜕 (𝑆eff · 𝐿)

(𝜕J4/𝜕𝐻) (𝜕J5/𝜕 (𝑆eff · 𝐿))
. (2.44e)

The frequency 𝜔2 = 𝜕𝐻/𝜕𝐽𝑧 vanishes since 𝐻 cannot depend on 𝐽𝑧, to preserve SO(3) symmetry.

The derivatives ofJ4 with respect to (𝐻, 𝐿, 𝑆eff ·𝐿) are easy to compute from the explicit expression

given in Eq. (38) of Ref. [21].
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2.4.2 The angle variables

For the purpose of canonical perturbation theory [22, 31], we want to be able to express

perturbations to the Hamiltonian (namely, higher PN order terms) as functions of the angle variables

which are canonically conjugate to the actions. One of these angles — the mean anomaly, which is

conjugate to our J4 — has been presented previously in the literature, in pieces. We have explicitly

checked that the Poisson bracket between J4 the 1.5PN mean anomaly (combining 1PN and 1.5PN

inputs from Refs. [23] and [46]) is 1, up to 1.5PN order.

We now lay out a roadmap on how to implicitly construct the rest of the angle variables

on the invariant tori of constant ®J (or constant ®𝐶). To be more precise, we show how to obtain

the standard phase-space coordinates ( ®P, ®Q) as explicit functions of action-angle variables ( ®J , ®𝜃).

This is in fact the more useful transformation for canonical perturbation theory, since we will need

to transform the 2PN and higher Hamiltonian into action-angle variables.

In action-angle variables, the flows generated by the actions {·,J𝑖} = 𝜕/𝜕𝜃𝑖 give the

coordinate basis vector fields for flowing along the angles 𝜃𝑖. Pick a fiducial point 𝑃0 on an

invariant torus, and give it angle coordinates (0, . . . , 0). Then every other point on this same torus,

with angle coordinates 𝜃𝑖, is reached by integrating a flow from 𝑃0 by parameter amounts 𝜃𝑖 under

each of the generators {·,J𝑖}, since
{
𝜃𝑖,J𝑗

}
= 𝛿𝑖

𝑗
. Since the actions commute, the order of these

flows doesn’t matter.

The construction explained above was only on an individual torus. The only requirement

for extending these variables to being full phase space variables is that the choice of fiducial point

𝑃0( ®J) is smooth in ®J . Given any choice of angle variables, we can always re-parameterize them

by adding a constant that is a smooth function of ®J . That is, if 𝜃𝑖 are angle variables, then so are

𝜃𝑖 = 𝜃𝑖 + 𝛿𝜃𝑖 ( ®J), with smooth 𝛿𝜃𝑖, which can be verified by taking Poisson brackets. Some of

these angle variables may be simpler than others, but here we are only interested in finding one

such construction.

To integrate the equations under the flow associated with any of the five actions, we start
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with

𝑑 ®𝑉
𝑑𝜆

=

{
®𝑉,J𝑖 ( ®𝐶)

}
,

=

{
®𝑉,𝐶 𝑗

} 𝜕J𝑖
𝜕𝐶 𝑗

, (2.45)

where use has been made of the chain rule for Poisson brackets. This is the same sparse matrix

𝜕J𝑖/𝜕𝐶 𝑗 which appeared in the previous section in Eq. (2.40). The matrix 𝜕J𝑖/𝜕𝐶 𝑗 is a function of

only the ®𝐶, and thus is constant on each torus and each of the flows we consider. Hence, integrating

the above equation boils down to integrating under the flow of the 𝐶𝑖’s. But, this is exactly the tool

that we used to construct our integral loop for J5 in this work as well as the three integral curves for

(𝐽2, 𝐽𝑧, 𝐿
2) in Ref. [21]; and as mentioned before, the angle variable conjugate to J4 is the mean

anomaly, which has been previously constructed. We will now deal with each of the 𝐶′
𝑖
𝑠 one by

one.

Integration under the flow of 𝑆eff · 𝐿 was performed in Sec. 3.3, whereas integration under

the Hamiltonian was performed in Ref. [20].4 It now remains to show how to integrate under the

remaining three 𝐶𝑖’s, (𝐽2, 𝐽𝑧 and 𝐿2). Sec. III (specifically Eqs. (21)-(23)) of Ref. [21] showed that

the equations for a flow under any of these quantities can be concisely written in a generalized form

as

𝑑 ®𝑉
𝑑𝜆

=

{
®𝑉,J𝑖

}
= ®𝑈 × ®𝑉. (2.46)

Here ®𝑈 is the constant vector 2 ®𝐽, 𝑧, or 2®𝐿 when𝐶𝑖 is 𝐽2, 𝐽𝑧, or 𝐿2 respectively. Meanwhile ®𝑉 stands

for all of ®𝑅, ®𝑃, ®𝑆1, and ®𝑆2, with the exception that under the flow of 𝐿2, spin vectors aren’t moved,

so ®𝑉 only stands for ®𝑅 and ®𝑃 in this case. This basically means that the ®𝑉 rotates around the fixed

vector ®𝑈 with an angular velocity whose magnitude it simply𝑈.

Computing these flows in terms of Cartesian components is somewhat cumbersome. Recall

4Reference [20] ignored the 1PN Hamiltonian throughout for brevity since the authors deemed it straightforward.
Note that Eqs. (3.28-c,d) of this article have typos.
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that instead of specifying the state of the BBH system by writing out the vectors ( ®𝑅, ®𝑃, ®𝑆1, ®𝑆2)

explicitly, we can instead just use the relative angles introduced in Sec. 3.3, 𝜃𝐽𝐿 , 𝜙𝐿 , 𝜙, etc., along

with the magnitudes of various vectors. The first two angles define the direction of ®𝐿 and the third

one defines the direction of ®𝑅 in the NIF. Now in light of Eq. (2.46), it is a simple matter to see that

the equations for flow under 𝐽2 and 𝐿2 (Eqs. (21) and (23) of Ref. [21] or Eq. (2.46)) imply that

• Under the flow of 𝐽2 by an amount 𝜃𝐽2 , 𝜙𝐿 changes by Δ𝜙𝐿 = 2𝐽 𝜃𝐽2 .

• Under the flow of 𝐿2 by an amount 𝜃𝐿2 , 𝜙 changes by Δ𝜙 = 2𝐿 𝜃𝐿2 .

The flow under 𝐽𝑧 can be handled similarly.

With all the individual pieces now identified, it is now straightforward (though lengthy) to

find each standard phase space variable as an explicit function of the angle variables 𝜃𝑖, on any

invariant torus.

2.4.3 Action-angle based solution at 1.5PN and higher PN orders

Now there are two approaches to solving the real dynamics of the system, i.e. a flow

under 𝐻. The approach in Ref. [20] was to directly integrate the flow,4 yielding a quasi-Keplerian

parameterization. Although this method is very direct, it seems difficult or impossible to extend the

method to higher PN orders. The second approach is to transform all standard phase space variables

( ®P, ®Q) to explicit functions of angles 𝜃𝑖. Then these angles have a trivial real time evolution, each

one increasing linearly with time ¤𝜃𝑖 = 𝜔𝑖 ( ®J). This has the great advantage that evaluating the state

of the system (or its derivatives, as needed for computing gravitational waveforms) can be trivially

parallelized by evaluating each time independently.

Moreover, our action-angle based solution allows for the possibility of using non-degenerate

perturbation theory [22, 31] to extend our solution to higher PN orders. The procedure of Sec. 2.4.2

will yield the standard phase-space variables ( ®P, ®Q) as explicit functions of ( ®J , ®𝜃). This is exactly

what’s required for computing perturbed action-angle variables at higher PN order with canonical

perturbation theory. Higher-PN terms in the Hamiltonian are given in terms of ( ®𝑅, ®𝑃, ®𝑆1, ®𝑆2), and
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one must transform them to action-angle variables to apply perturbation theory. If successful, our

method can be seen as the foundation of closed-form solutions of BBHs with arbitrary masses,

eccentricity, and spins to high PN orders under the conservative Hamiltonian (excluding radiation-

reaction for now). This is in the same spirit as Damour and Deruelle’s quasi-Keplerian solution

method for non-spinning BBHs given in Ref. [23], which has been pushed to 4PN order recently [47].

We are currently working to find the 2PN action-angle based solution via canonical perturbation

theory.

Note that we could not have applied non-degenerate perturbation theory to a lower PN order

(say 1PN) to arrive at 1.5PN or higher PN action-angle variables, because the lower PN systems

are degenerate in the full phase space. This is because the spin variables are not dynamical until

the 1.5PN order; so at lower orders, there are fewer than four action variables and frequencies.5 At

1.5PN, the system becomes non-degenerate, and can be used as a starting point for perturbing to

higher order. We therefore view our construction of the action-angle variables as quite significant for

finding closed-form solutions of the complicated spin-precession dynamics of BBHs with arbitrary

eccentricity, masses, and spin.

2.5 Summary and next steps

In this chapter, we perform the action-angle variables study of the most general BBH system

(both spinning in arbitrary directions, with arbitrary masses and eccentricity). We have derived

the expressions of the first four action variables of the system; the last one is derived in the next

chapter. We then showed how to compute the fundamental frequencies of the system without

needing to write the Hamiltonian explicitly in terms of the actions. Finally, we presented a recipe

for computing the five angle variables implicitly, by finding ( ®𝑅, ®𝑃, ®𝑆1, ®𝑆2) as explicit functions of

action-angle variables. We leave deriving the full expressions to future work. We also sketched

how the 1.5PN action-angle variables can be used to construct solutions to the BBH system at

higher PN orders via canonical perturbation theory.

5There can at most be 4 different non-zero frequencies of this system, since 𝐻 must be independent of 𝐽𝑧 to preserve
SO(3) symmetry.
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Typically, action-angle variables are found by separating the Hamilton-Jacobi (HJ) equa-

tion [22], though we were able to work them out without separating the HJ equation. Finally from

this vantage point, we summarize the major ingredients which went into computing the action-

angle variables of a spinning BBH with arbitrary masses and eccentricity at the leading 1.5PN

order: (1) the classic complex contour integration method for the Newtonian system proposed by

Sommerfeld [22]; (2) its PN extension by Damour and Schäfer [24]; (3) the integration techniques

worked out in the context of the 1.5PN Hamiltonian flow in Ref. [20]; and finally (4) the method of

extending the phase space by inventing the unmeasurable extended phase-space variables.

A couple of extensions of the present work are possible in the near future. Since the

integrable nature (existence of action-angle variables) has already been shown in Ref. [21] (subject

of Chapter 4), constructing the 2PN action-angle variables (via canonical perturbation theory) and

an action-angle based solution should be the next natural line of work. With the motivation behind

these action-angle variables study of the BBH systems being having closed-form solution to the

system, it would be an interesting challenge to incorporate the radiation-reaction effects at 2.5PN

into the to-be-constructed 2PN action-angle based solution. There is also hope that the action-

angle variables at 1.5PN can also be used to re-present the effective one-body (EOB) approach

to spinning binary of Ref. [25] (via a mapping of action variables between the one-body and the

two-body pictures) as was originally done for non-spinning binaries in Ref. [48]. Also, it would

be interesting to try to compare our action-angle and frequency results in the limit of extreme

mass-ratios with similar work on Kerr extreme mass-ratio inspirals (EMRIs) [49] in some selected

EMRI parameter space region where PN approximation is also valid. Lastly, there a possibility

of a mathematically oriented study of our novel method of introducing the unmeasurable sub-spin

variables to compute the fifth action. A few pertinent questions along this line could be (1) Is

there a way to compute the fifth action without introducing the unmeasurable variables? (2) Are

there other situations (with other topologically nontrivial symplectic manifolds) where an otherwise

intractable action computation can be made possible using this new method? (3) What is the deeper

geometrical reason that makes this method work?
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CHAPTER 3

THE FIFTH ACTION VARIABLE OF BINARY BLACK HOLES AT 1.5PN

The contents of this chapter can be found at Ref. [5].

3.1 Introduction

In this chapter, we continue the action-angle variables program of the previous chapter.

There we computed all but one action variables and showed how to construct the usual canonical

positions and momenta coordinates as functions of actions and angles. Here we compute the

fifth remaining action variable. This entire chapter has been devoted to the fifth action variable

computation due to the complexity and the length of the calculations.

3.2 The extended phase space

The setup and the mathematical backdrop for this chapter is the same as the last chapter

except for some additional concepts which we introduce now.

3.2.1 Introducing extra phase-space variables

In the last chapter, we succeeded in evaluating four of the five action integrals for the 1.5PN

BBH system (using area integrals, since the spin two-sphere does not admit a global potential

one-form Θ). We could not yet evaluate the fifth integral, associated with precessional motion, due

to the complicated area integrals on the spin two-spheres.

To circumvent this problem, we invent the “extended phase space” (EPS) which has fictitious,

unmeasurable variables that are related to the standard phase space (SPS) variables. The inspiration

for this extended phase space comes from the observation that components of the orbital angular

momentum vector ®𝐿 satisfy the Poisson algebra
{
𝐿𝑖, 𝐿 𝑗

}
= 𝜖 𝑖 𝑗 𝑘𝐿𝑘 , the same as the spin variables;
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Figure 3.1: EPS 𝐸 can be viewed as a fiber bundle with projection 𝜋 : 𝐸 → 𝐵 down to SPS 𝑃.

but unlike spin, ®𝐿 is determined by ®𝑅 and ®𝑃 which live in𝑇∗R3, which has an exact symplectic form

(admits a global potential Θ). Therefore we create a new 18-dimensional manifold 𝐸 = (𝑇∗R3)3

with canonical coordinates 𝑅𝑖, 𝑃𝑖, 𝑅𝑖𝑎, 𝑃𝑎𝑖 with 𝑎 = 1, 2, with canonical Poisson algebra

{
𝑅𝑖, 𝑃 𝑗

}
𝐸
= 𝛿𝑖𝑗 ,

{
𝑅𝑖𝑎, 𝑃𝑏 𝑗

}
𝐸
= 𝛿𝑎𝑏𝛿

𝑖
𝑗 . (3.1)

Here we use the subscript 𝐸 to distinguish the Poisson bracket in the EPS from the bracket in SPS.

We may call the ®𝑅𝑎, ®𝑃𝑎 variables the “sub-spin” (SS) variables. The relationship between the 𝐸

coordinates and the 𝐵 spin coordinates is

®𝑆𝑎 ≡ ®𝑅𝑎 × ®𝑃𝑎 , 𝑎 = 1, 2 . (3.2)

This means the 𝐵 is a quotient of 𝐸 by the above relation. We can think of this as a fiber bundle

(with non-compact fibers) with projection

𝜋 : 𝐸 → 𝐵 , (3.3)
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which takes a point in 𝐸 and sends it to the point in 𝐵 where its spin coordinates are determined via

Eq. (3.2). This is depicted in Fig. 3.1. We comment here that if we think of the three-dimensional

spin manifold with coordinates 𝑆𝑖 as 𝔰𝔬(3)∗, which has a Lie-Poisson structure, then the projection

𝑇∗R3 → 𝔰𝔬(3)∗ is the momentum map.

Any function on 𝐵 can be pulled back with 𝜋★ to a function on 𝐸 , so we can “evolve” the

SS variables with the 1.5PN Hamiltonian 𝐻. While the SS variables can appear in intermediate

calculations, they are a mathematical convenience for the purpose of computing J5; thus in the

end, physical quantities must only depend on ®𝑆𝑎 and not ®𝑅𝑎 or ®𝑃𝑎.

3.2.2 Comparing the EPS and SPS pictures

We now have two PBs, {, }𝐵 in the base symplectic manifold, and {, }𝐸 in the EPS. It is

easy to check that, when acting on functions that only depend on SPS variables, the two PBs agree,

since Eqs. (3.1) imply Eq. (2.6). Because of this crucial observation, that we conclude that the SPS

picture and the EPS picture are equivalent for the evolution of any function 𝑓 under the flow of

another function 𝑔, when both 𝑓 and 𝑔 depend only on SPS variables; loosely,

{ 𝑓 , 𝑔}𝐵 = { 𝑓 , 𝑔}𝐸 . (3.4)

This implies that either of the two pictures can be used to evolve the system.

We can state this compatibility more precisely in the language of differential geometry.

Given some symplectic form Ω, its associated Poisson bracket { 𝑓 , 𝑔} is found from

{ 𝑓 , 𝑔} = Ω−1(𝑑𝑓 , 𝑑𝑔) , (3.5)

where Ω−1 is the bivector that is the inverse of Ω, [Ω−1]𝑖 𝑗Ω 𝑗 𝑘 = 𝛿𝑖
𝑘
. In our setting we have a

symplectic form Ω𝐵 in the SPS and Ω𝐸 in the EPS. The compatibility condition between the two
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Poisson brackets is

𝜋★
(
Ω−1
𝐵 (𝑑𝑓 , 𝑑𝑔)

)
= Ω−1

𝐸 (𝜋★𝑑𝑓 , 𝜋★𝑑𝑔) , (3.6)

where 𝜋★ is the pullback induced by the projection map, and 𝑓 , 𝑔 : 𝐵 → R. Since the LHS is

fiberwise constant, so is the RHS; and so we can also consistently push this equality forward to 𝐵.

Since 𝑓 and 𝑔 are arbitrary, this compatibility implies

𝜋★(Ω−1
𝐸 ) = Ω−1

𝐵 , (3.7)

where 𝜋★ is the pushforward.

The two pictures are also equivalent when we investigate the integrability of the system,

following the LA theorem [21, 31–33, 50].1 In the base manifold, we have the required 10/2 = 5

mutually commuting constants to establish integrability: 𝐻, 𝐽2, 𝐽𝑧, 𝐿
2, 𝑆eff · 𝐿 (we omit the vector

arrows on vectors when there is no confusion). In the EPS picture, we also have the requisite

18/2 = 9 commuting constants required for integrability. Those are the five constants already

listed above, plus 𝑆2
𝑎, 𝑅𝑎 · 𝑃𝑎 for (𝑎 = 1, 2). These nine constants are viewed as functions in

the 18-dimensional EPS rather than the SPS. Because of integrability, there are five (nine) action

variables in the SPS (EPS), and similarly for the angle variables.

There is however a very important difference in the two spaces. In the base manifold, the

symplectic form of Eq. (2.9) is only closed, but not exact (essentially due to the hairy ball theorem).

Contrast this with the EPS, which is topologically (𝑇∗R3)3 and therefore exact,

Ω𝐸 = 𝑑𝑃𝑖 ∧ 𝑑𝑅𝑖 + 𝑑𝑃𝑎𝑖 ∧ 𝑑𝑅𝑖𝑎 (3.8)

Ω𝐸 = 𝑑 (𝑃𝑖 ∧ 𝑑𝑅𝑖 + 𝑃𝑎𝑖 ∧ 𝑑𝑅𝑖𝑎) . (3.9)

1The theorem states that, on a 2𝑛-dimensional symplectic manifold, if 𝜕𝑡𝐻 = 0 and there are 𝑛 independent phase-
space functions 𝐹𝑖 in mutual involution, and if level sets of these functions form a compact and connected manifold,
then the system is integrable.
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3.2.3 Strategy to compute the action

Since the EPS and SPS are equivalent for physical quantities (which only depend on SPS

variables), we can use either space for calculations. In particular, since the EPS has an exact

symplectic form, we can compute the actions there using

J𝑘 =
1

2𝜋

∮
C𝑘

(
®𝑃 · 𝑑 ®𝑅 + ®𝑃1 · 𝑑 ®𝑅1 + ®𝑃2 · 𝑑 ®𝑅2

)
. (3.10)

Even though we were not able to compute the fifth action in the SPS, this integral becomes quite

simple in the EPS. Crucially, when computing the fifth action in the EPS, the result is fiberwise

constant, meaning it can be written with only observable variables ( ®𝑅, ®𝑃, ®𝑆1, ®𝑆2). In other words,

the dependence of this action on the unmeasurable variables occurs only through the combinations

®𝑆1 = ®𝑅1 × ®𝑃1 and ®𝑆2 = ®𝑅2 × ®𝑃2. This makes it possible to treat the fifth action as a function of only

the SPS variables.

To see that the function J5 on the base manifold is indeed an action, we need to show that

the flow in 𝐵 generated by J5 recurs with period 2𝜋. What is the relationship between the flow in

𝐵 and in 𝐸? For every point 𝑏 ∈ 𝐵, there is an entire fiber 𝜋−1(𝑏) ∈ 𝐸 , and there is a different

integral curve starting at every point on the fiber. By construction, the flow in 𝐸 along each of

these integral curves recurs with period 2𝜋. What is not obvious is that after flowing by parameter

𝜆, these points (on any given fiber) do not end up on different fibers, but rather on one single fiber.

This is a consequence of Eq. (3.7), which ensures that there is a consistent sense of horizontal

vector fields. We denote the vector field generated by 𝑓 with

𝑋𝐵𝑓 ≡ { 𝑓 , ·}𝐵 = Ω−1
𝐵 (𝑑𝑓 , ·) , (3.11)

and similarly 𝑋𝐸
𝑓
≡ { 𝑓 , ·}𝐸 . The compatibility of the brackets tells us that

𝜋★(𝑋𝐸(𝜋★ 𝑓 )) = 𝑋
𝐵
𝑓 , (3.12)
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which is that the horizontal component of 𝑋𝐸(𝜋★ 𝑓 ) is fiberwise constant. This ensures that flows

starting from all initial conditions along a fiber stay “synchronized” in the horizontal direction, and

always in the fiber over the flow in the base manifold. Finally, since any flow in 𝐸 recurs after

parameter 2𝜋, so does the flow in 𝐵.

While the flow recurs in both 𝐸 and 𝐵 with period 2𝜋, one might worry that there is a

shorter period in 𝐵, some fraction 2𝜋/𝑘 for 𝑘 > 1. This could happen if the simple loop C ∈ 𝐸

is a 𝑘-fold covering of a simple loop in 𝐵. While we are not aware of any topological obstruction

to this possibility, we argue that our specific construction below does not generate this situation.

As we will see in Sec. 3.3, we construct a piecewise closed curve C ∈ 𝐸 by following the flow

under several generators, one of which is 𝑋𝐸
𝑆eff·𝐿 . By construction this curve is homotopic to the

flow under 𝑋𝐸J5
, which generates the closed curve C̃ ∈ 𝐸 . The homotopy C ∼ C̃ is mapped to the

homotopy of the images, 𝜋(C) ∼ 𝜋(C̃). So, it suffices to argue that C is not a multiple covering of

a simple loop. Here we can use the fact that the only generator of our piecewise curve that changes

the mutual angles between the three angular momenta (e.g. 𝐿̂ · 𝑆1; see Sec. 3.3) is 𝑆eff · 𝐿, and we

flow by exactly one precession period of 𝑆eff · 𝐿. Thus 𝜋(C̃) cannot traverse a loop more than once.

We make a few closing remarks before we turn to evaluating the fifth action integral.

Because of the nonstandard EPS procedure, we numerically verified that flowing by 2𝜋 under the

fifth action derived from Eq. (3.10) yields a closed loop (as required for the flow along an action

variable), within numerical errors, whether treated as an SPS function or EPS function. Also, the

first four action integrals computed in Ref. [21] via area integrals in 𝐵, when pulled back to 𝐸 , are

the same as the ones derived from the loop integral Eq. (3.10) in 𝐸 . In summary, the equivalence

of the two pictures (in terms of integrability, action-angle variables, and most importantly, the

evolution under a flow associated with any observable), the global exactness of the symplectic

form Ω𝐸 , and the ease of evaluation of the action variables, make us prefer the EPS for the action

computation.
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3.3 Computing the fifth action

Four out of the five actions were already presented in Ref. [21]. Here we compute the fifth

one. None of the previously-computed actions pertained to the spin-orbit precession of the BBH.

Therefore, we generate a curve on the invariant torus by flowing under 𝑆eff · 𝐿 for one precession

cycle. Although the mutual angles between ( ®𝐿, ®𝑆1, ®𝑆2) return to their original values, the frame has

been rotated, so the curve is not a closed loop. However, flowing under (𝐽2, 𝐿2, 𝑆2
1, 𝑆

2
2) can close

the loop, without affecting the previously-mentioned mutual angles (and therefore ensuring that the

loop we constructed is in a different homotopy class than the four associated to the other actions;

note that we do not need to flow along 𝐻 or 𝐽𝑧).

So, to compute the action in Eq. (2.10), we will flow under each of (𝑆eff ·𝐿, 𝐽2, 𝐿2, 𝑆2
1, 𝑆

2
2) by

different parameter amounts Δ𝜆𝑘 , forming a closed loop. The integral can be computed piecewise

as five integrals,

J5 = J𝑆eff·𝐿 + J𝐽2 + J𝐿2 + J𝑆2
1
+ J𝑆2

2
, (3.13)

where each part corresponds to the segment generated by flowing under the quantity in the subscript.

The main difficulty is determining the appropriate parameter amounts Δ𝜆𝑘 .

Focusing on J𝑆eff·𝐿 , we will need the evolution equations under the flow of 𝑆eff · 𝐿 which

read

𝑑 ®𝑅
𝑑𝜆

= ®𝑆eff × ®𝑅, (3.14a)

𝑑 ®𝑃
𝑑𝜆

= ®𝑆eff × ®𝑃, (3.14b)

𝑑 ®𝑅𝑎
𝑑𝜆

= 𝜎𝑎

(
®𝐿 × ®𝑅𝑎

)
, (3.14c)

𝑑 ®𝑃𝑎
𝑑𝜆

= 𝜎𝑎

(
®𝐿 × ®𝑃𝑎

)
, (3.14d)
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and they imply

𝑑 ®𝐿
𝑑𝜆

= ®𝑆eff × ®𝐿, (3.15a)

𝑑 ®𝑆𝑎
𝑑𝜆

= 𝜎𝑎

(
®𝐿 × ®𝑆𝑎

)
. (3.15b)

From these evolution equations we have

2𝜋J𝑆eff·𝐿 = 2𝜋(J orb + J spin) (3.16)

=

∫ 𝜆 𝑓

𝜆𝑖

(
𝑃𝑖
𝑑𝑅𝑖

𝑑𝜆
+ 𝑃1𝑖

𝑑𝑅𝑖1
𝑑𝜆
+ 𝑃2𝑖

𝑑𝑅𝑖2
𝑑𝜆

)
𝑑𝜆

=

∫ 𝜆 𝑓

𝜆𝑖

(
®𝑃 · ( ®𝑆eff × ®𝑅) + ®𝑃1 · (𝜎1 ®𝐿 × ®𝑅1)

+ ®𝑃2 · (𝜎2 ®𝐿 × ®𝑅2)
)
𝑑𝜆 (3.17)

= 2
∫ 𝜆 𝑓

𝜆𝑖

(𝑆eff · 𝐿) 𝑑𝜆 = 2(𝑆eff · 𝐿)Δ𝜆𝑆eff·𝐿 , (3.18)

J𝑆eff·𝐿 =
(𝑆eff · 𝐿)Δ𝜆𝑆eff·𝐿

𝜋
(3.19)

with Δ𝜆𝑆eff·𝐿 being the amount of flow required under 𝑆eff · 𝐿. We could pull 𝑆eff · 𝐿 out of the

integral since it is a constant under the flow of 𝑆eff · 𝐿. After performing similar calculations, we

can also show that (see also Sec. III-A of Ref. [21])

J𝐽2 =
𝐽2Δ𝜆𝐽2

𝜋
, (3.20a)

J𝐿2 =
𝐿2Δ𝜆𝐿2

𝜋
, (3.20b)

J𝑆2
1
=
𝑆2

1Δ𝜆𝑆2
1

𝜋
, (3.20c)

J𝑆2
2
=
𝑆2

2Δ𝜆𝑆2
2

𝜋
, (3.20d)

where the quantitiesΔ𝜆 are the flow amounts required under the corresponding commuting constant
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in the subscript. This finally renders the fifth action to be

J5 =
1
𝜋

{
(𝑆eff · 𝐿)Δ𝜆𝑆eff·𝐿 + 𝐽2Δ𝜆𝐽2 + 𝐿2Δ𝜆𝐿2

+ 𝑆2
1Δ𝜆𝑆2

1
+ 𝑆2

2Δ𝜆𝑆2
2

}
. (3.21)

Evaluating the five parameter flow amounts will occupy the remainder of this section.

Ĵ , k̂

î

ĵ

L̂, k̂′
ĵ′

î′

θJL

φL

Figure 0.1: Test

1

Figure 3.2: Frame (𝑖′ 𝑗 ′𝑘′) triad is displayed along with the inertial (𝑖 𝑗 𝑘) triad .

Evaluating the flow amounts Δ𝜆’s

In this subsection, we will rely heavily on the methods of integration first presented in

Ref. [20], while trying to integrate the evolution equations for flow under 𝐻, with the 1PN Hamilto-

nian terms omitted. We first need to set up some vector bases before we can integrate the equations

of motion. Fig. 3.2 displays two sets of bases. The one in which the components of a vector will

be assumed to be written in this chapter is the inertial triad (𝑖 𝑗 𝑘), unless stated otherwise. Since
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vector derivatives (as geometrical objects) depend on the frame in which the derivatives are taken,

we mention here that this (𝑖 𝑗 𝑘) triad is also the frame in which all the derivatives of any general

vector will be assumed to be taken.2

3.3.0.1 Evaluating Δ𝜆𝑆eff ·𝐿

The evaluation of Δ𝜆𝑆eff ·𝐿 can happen only when we can compute the mutual angles between

®𝐿, ®𝑆1 and ®𝑆2 as a function of the flow parameter under the flow of 𝑆eff · 𝐿. Therefore, most of

3.3.0.1 deals with how to do this calculation and only towards the end we arrive at the expression

of Δ𝜆𝑆eff ·𝐿 .

Under the flow of 𝑆eff ·𝐿, a generic quantity 𝑔 evolves as 𝑑𝑔/𝑑𝜆 = {𝑔, 𝑆eff · 𝐿} which implies

the following evolution equations for the dot products between the three angular momenta under

the flow of 𝑆eff · 𝐿

1
𝜎2

𝑑 ( ®𝐿 · ®𝑆1)
𝑑𝜆

= − 1
𝜎1

𝑑 ( ®𝐿 · ®𝑆2)
𝑑𝜆

=
1

(𝜎1 − 𝜎2)
𝑑 ( ®𝑆1 · ®𝑆2)

𝑑𝜆
= ®𝐿 · ( ®𝑆1 × ®𝑆2), (3.22)

which means that we can easily construct three constants of motion (dependent on the 5 basic

constants). These are the differences between the three quantities{
®𝐿 · ®𝑆1
𝜎2

, −
®𝐿 · ®𝑆2
𝜎1

,
®𝑆1 · ®𝑆2
𝜎1 − 𝜎2

}
. (3.23)

whose 𝜆 derivatives are all equal to the triple product ®𝐿 · ( ®𝑆1 × ®𝑆2). Namely, these constants of

motion are

Δ1 =
®𝑆1 · ®𝑆2
𝜎1 − 𝜎2

−
®𝐿 · ®𝑆1
𝜎2

=
1

𝜎1 − 𝜎2

[
1
2
(𝐽2 − 𝐿2 − 𝑆2

1 − 𝑆
2
2) −

®𝐿 · ®𝑆eff
𝜎2

]
, (3.24)

2Recall that in general, the derivative of a vector as seen in a frame is a different geometrical object from the
derivative of the vector as seen in a different frame [22].
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Δ2 =
®𝑆1 · ®𝑆2
𝜎1 − 𝜎2

+
®𝐿 · ®𝑆2
𝜎1

=
1

𝜎1 − 𝜎2

[
1
2
(𝐽2 − 𝐿2 − 𝑆2

1 − 𝑆
2
2) −

®𝐿 · ®𝑆eff
𝜎1

]
, (3.25)

Δ21 =
®𝐿 · ®𝑆1
𝜎2
+
®𝐿 · ®𝑆2
𝜎1

=
®𝐿 · ®𝑆eff
𝜎1𝜎2

. (3.26)

Stated differently, all this means that the three mutual angles between ®𝐿, ®𝑆1, and ®𝑆2 satisfy linear

relationships. If we define the mutual angles as cos 𝜅1 ≡ 𝐿̂ · 𝑆1, cos 𝜅2 ≡ 𝐿̂ · 𝑆2, and cos 𝛾 ≡ 𝑆1 · 𝑆2,

their relations are

cos 𝛾 = Σ1 +
𝐿

𝑆2

𝜎1 − 𝜎2
𝜎2

cos 𝜅1 (3.27)

cos 𝜅2 = Σ2 −
𝜎1𝑆1
𝜎2𝑆2

cos 𝜅1, (3.28)

where

Σ1 =
(𝜎1 − 𝜎2)Δ1

𝑆1𝑆2
=
𝜎2(𝐽2 − 𝐿2 − 𝑆2

1 − 𝑆
2
2) − 2𝑆eff · 𝐿

2𝜎2𝑆1𝑆2
, (3.29)

Σ2 =
𝑆eff · 𝐿
𝜎2𝐿𝑆2

=
Δ21𝜎1
𝐿𝑆2

. (3.30)

We will integrate the solution for

𝑓 ≡
®𝑆1 · ®𝑆2
𝜎1 − 𝜎2

=
𝑆1𝑆2 cos 𝛾
𝜎1 − 𝜎2

, (3.31)

𝑑𝑓

𝑑𝜆
= ®𝐿 · ( ®𝑆1 × ®𝑆2) , (3.32)

which is the most symmetrical of the three dot products given above. Thus if we have a solution

for 𝑓 (𝜆), we automatically have solutions for the three dot products,

®𝑆1 · ®𝑆2 = (𝜎1 − 𝜎2) 𝑓 , (3.33)
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®𝐿 · ®𝑆1 = 𝜎2( 𝑓 − Δ1), (3.34)

®𝐿 · ®𝑆2 = −𝜎1( 𝑓 − Δ2). (3.35)

The triple product on the RHS of Eq. (3.32) is the signed volume of the parallelepiped with

ordered sides ®𝐿, ®𝑆1, ®𝑆2. In general, for a parallelepiped with sides ®A, ®B, ®C, and dot products

®A · ®B = A B cos 𝛾′, (3.36)

®A · ®C = A C cos 𝛽′, (3.37)

®B · ®C = B C cos𝛼′, (3.38)

a standard result from analytical geometry is that the signed volume of this parallelepiped can be

written as

𝑉 = ®A · ( ®B × ®C) = ±ABC
[
1 + 2(cos𝛼′) (cos 𝛽′) (cos 𝛾′) − cos2 𝛼′ − cos2 𝛽′ − cos2 𝛾′

]1/2
,

(3.39)

where the sign is decided on the basis of the handedness of the ( ®A, ®B, ®C) triad. The radicand is

always non-negative. We can use this equation to write the evolution equation for 𝑓 as

𝑑𝑓

𝑑𝜆
= ±

√︁
𝑃( 𝑓 ) , (3.40)

where the cubic 𝑃( 𝑓 ) ≥ 0 and is given by

𝑃( 𝑓 ) = 𝐿2𝑆2
1𝑆

2
2 + 2( ®𝐿 · ®𝑆1) ( ®𝐿 · ®𝑆2) ( ®𝑆1 · ®𝑆2) − 𝐿2( ®𝑆1 · ®𝑆2)2 − 𝑆2

1( ®𝐿 · ®𝑆2)2 − 𝑆2
2( ®𝐿 · ®𝑆1)2 , (3.41)

= 𝐿2𝑆2
1𝑆

2
2 − 2𝜎1𝜎2(𝜎1 − 𝜎2) 𝑓 ( 𝑓 − Δ1) ( 𝑓 − Δ2) − 𝐿2(𝜎1 − 𝜎2)2 𝑓 2

− 𝑆2
2𝜎

2
2 ( 𝑓 − Δ1)2 − 𝑆2

1𝜎
2
1 ( 𝑓 − Δ2)2 , (3.42)

where we have used Eq. (3.33)-(3.35) to rewrite in terms of 𝑓 and constants. This is a general
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cubic, which we will write as

𝑃( 𝑓 ) = 𝑎3 𝑓
3 + 𝑎2 𝑓

2 + 𝑎1 𝑓 + 𝑎0 , (3.43)

with the coefficients

𝑎3 = 2𝜎1𝜎2 (𝜎2 − 𝜎1) , (3.44a)

𝑎2 = 2 (Δ1 + Δ2) (𝜎1 − 𝜎2) 𝜎1𝜎2 − 𝐿2 (𝜎1 − 𝜎2)2

− 𝜎2
1 𝑆

2
1 − 𝜎

2
2 𝑆

2
2 , (3.44b)

𝑎1 = 2
[
𝜎2

1 𝑆
2
1Δ2 + 𝜎2

2 𝑆
2
2Δ1 + 𝜎1𝜎2Δ1Δ2(𝜎2 − 𝜎1)

]
, (3.44c)

𝑎0 = 𝐿2𝑆2
1𝑆

2
2 − 𝜎

2
1 𝑆

2
1Δ

2
2 − 𝜎

2
2 𝑆

2
2Δ

2
1 . (3.44d)

It is important here to note the sign of 𝑎3,

sgn(𝑎3) =



+1 , 𝑚1 > 𝑚2 ,

0 , 𝑚1 = 𝑚2 ,

−1 , 𝑚1 < 𝑚2 .

(3.45)

The fact that the cubic degenerates to a quadratic when 𝑚1 = 𝑚2 is the reason to treat the equal

mass case separately.

Now we rewrite the cubic in terms of its roots,

𝑃( 𝑓 ) = 𝐴( 𝑓 − 𝑓1) ( 𝑓 − 𝑓2) ( 𝑓 − 𝑓3) , (3.46)

where 𝐴 = 𝑎3 is the leading term, and when all three roots are real, we assume the ordering

𝑓1 ≤ 𝑓2 ≤ 𝑓3.

For completeness, we state the roots in the trigonometric form. The cubic can be depressed
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by defining 𝑔 ≡ 𝑓 +𝑎2/(3𝑎3) in terms of which 𝑃 becomes 𝑃 = 𝑎3(𝑔3+ 𝑝𝑔+𝑞) with the coefficients

𝑝 =
3𝑎1𝑎3 − 𝑎2

2

3𝑎2
3

, 𝑞 =
2𝑎3

2 − 9𝑎1𝑎2𝑎3 + 27𝑎0𝑎
2
3

27𝑎3
3

. (3.47)

When there are three real solutions, 𝑝 < 0, and the argument to the arccos below will be in [−1, +1].

In terms of these depressed coefficients, the trigonometric solutions for the roots are

𝑓𝑘 = −
𝑎2

3𝑎3
+ 2

√︂
−𝑝
3

cos

[
1
3

arccos

(
3𝑞
2𝑝

√︄
−3
𝑝

)
+ 2𝜋𝑘

3

]
. (3.48)

This form yields the desired ordering 𝑓1 ≤ 𝑓2 ≤ 𝑓3.

Whenever any two of the vectors { ®𝐿, ®𝑆1, ®𝑆2} are collinear, the triple product on the RHS

of Eq. (3.32) vanishes. A less drastic degeneracy is if two roots coincide. Here we will restrict

ourselves to the case of three simple roots (at the end of Sec. 3.4, we will argue that the cubic has

three real roots for the cases of interest). Since 𝑃( 𝑓 ) ≥ 0, we have


𝑓1 ≤ 𝑓 ≤ 𝑓2 , 𝑚1 > 𝑚2 ,

𝑓2 ≤ 𝑓 ≤ 𝑓3 , 𝑚1 < 𝑚2 .

(3.49)

That is, 𝑓 will lie between the two roots where 𝑃( 𝑓 ) > 0. Without loss of generality we will take

𝑚1 > 𝑚2 and handle only this case. Below, we treat
√︁
𝑃( 𝑓 ) as an analytic function on a Riemann

surface with two sheets and branch points at the roots, which we avoid. With an appropriate contour

we will integrate

𝑑𝑓√︁
( 𝑓 − 𝑓1) ( 𝑓 − 𝑓2) ( 𝑓 − 𝑓3)

=
√
𝐴𝑑𝜆 . (3.50)

Reparameterize this integral via

𝑓 = 𝑓1 + ( 𝑓2 − 𝑓1) sin2 𝜙𝑝 (3.51)
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𝑑𝑓 = 2( 𝑓2 − 𝑓1) sin 𝜙𝑝 cos 𝜙𝑝 𝑑𝜙𝑝 . (3.52)

We define 𝜙𝑝 so it increases monotonically with 𝜆 as

2 𝑑𝜙𝑝√︃
( 𝑓3 − 𝑓1) − ( 𝑓2 − 𝑓1) sin2 𝜙𝑝

=
√
𝐴𝑑𝜆 . (3.53)

Now factor out ( 𝑓3 − 𝑓1) from the radicand in the denominator to give

𝑑𝜙𝑝√︃
1 − 𝑘2 sin2 𝜙𝑝

=
1
2
√︁
𝐴( 𝑓3 − 𝑓1)𝑑𝜆 , (3.54)

where we have defined

𝑘 ≡

√︄
𝑓2 − 𝑓1
𝑓3 − 𝑓1

. (3.55)

Note that 0 < 𝑘 < 1, because of the ordering of the roots. Equation (3.54) can be integrated to give

𝑢 ≡ 𝐹 (𝜙𝑝, 𝑘) =
1
2
√︁
𝐴( 𝑓3 − 𝑓1) (𝛼 + [𝜆 − 𝜆0]) , (3.56)

where 𝐹 (𝜙𝑝, 𝑘) is the incomplete elliptic integral of the first kind defined as [51]

𝐹 (𝜙, 𝑘) ≡
∫ 𝜙

0

d𝜃√︁
1 − 𝑘2 sin2 𝜃

. (3.57)

In Eq. (3.56), 𝜆0 is the initial value of the flow parameter and 𝛼 is an integration constant,3

𝛼 =
2√︁

𝐴 ( 𝑓3 − 𝑓1)
𝐹

(
arcsin

√︄
𝑓 (𝜆0) − 𝑓1
𝑓2 − 𝑓1

, 𝑘

)
. (3.58)

3In Eq. (3.58), the branch choice of arcsin depends on the initial sign of 𝑑𝑓 /𝑑𝜆. When 𝑑𝑓 /𝑑𝜆 > 0, take the principal
branch of arcsin; if 𝑑𝑓 /𝑑𝜆 < 0, use the next branch.
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We can now rewrite the parameterization in terms of the Jacobi sn and amplitude am functions [51],

sn(𝑢, 𝑘) ≡ sin(am(𝑢, 𝑘)) ≡ sin 𝜙𝑝 . (3.59)

This turns our original parameterization into

𝑓 (𝜆) = 𝑓1 + ( 𝑓2 − 𝑓1) sn2(𝑢(𝜆), 𝑘). (3.60)

The solution for 𝑓 is thus given by Eq. (3.60) accompanied by Eqs. (3.56) and (3.58).

From this solution for 𝑓 (𝜆), we recover solutions for the three dot products ®𝑆1 · ®𝑆2, ®𝐿 · ®𝑆1,

and ®𝐿 · ®𝑆2, by using Eqs. (3.33)-(3.35). We also immediately get the 𝜆-period of the precession.

One precession cycle occurs when 𝜙𝑝 goes from 0 to 𝜋, or when 𝑓 starts from 𝑓1, goes to 𝑓2 and

then returns back to 𝑓1 (see parameterization in Eq. (3.51)). Integrating on this interval via Eq.

(3.56) gives the equation for the 𝜆-period of precession, which we call Λ, in terms of the complete

elliptic integral of the first kind 𝐾 (𝑘) ≡ 𝐹 (𝜋/2, 𝑘) = 𝐹 (𝜋, 𝑘)/2,

Λ
√︁
𝐴( 𝑓3 − 𝑓1) = 2𝐹 (𝜋, 𝑘) = 4𝐾 (𝑘). (3.61)

Recall that our goal is to close a loop in the EPS by successively flowing under 𝑆eff ·

𝐿, 𝐽2, 𝐿2, 𝑆2
1, and 𝑆2

2. A necessary condition for the phase-space loop to close is that the mutual

angles between ®𝐿, ®𝑆1, and ®𝑆2 recur at the end of the flow. Since the flows under 𝐽2, 𝐿2, 𝑆2
1, and 𝑆2

2

do not change these mutual angles, we flow under 𝑆eff · 𝐿 by exactly the precession period,

Δ𝜆𝑆eff·𝐿 = Λ. (3.62)

3.3.0.2 Evaluating Δ𝜆𝐽2

After flowing under 𝑆eff · 𝐿 by parameter Δ𝜆𝑆eff·𝐿 , the mutual angles between ®𝐿, ®𝑆1, and ®𝑆2

have recurred, but ®𝐿 and other quantities have been moved. We now plan to flow under 𝐽2 by Δ𝜆𝐽2
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so that ®𝐿 is restored; this restoration is a necessary condition for closing the phase space loop. To

find the required amount of flow under 𝐽2 so that ®𝐿 is restored, we need to find the final state of ®𝐿

after flowing under 𝑆eff · 𝐿 by Δ𝜆𝑆eff·𝐿 . Instead of working with Cartesian components, we find it

more convenient to work with the angles ®𝐿 makes in a new frame.

Without loss of generality, we choose the 𝑧-axis along the ®𝐽 vector. Now there are two

angles to find: the “polar” 𝜃𝐽𝐿 , where cos 𝜃𝐽𝐿 = ®𝐽 · ®𝐿/(𝐽𝐿), and an “azimuthal” 𝜙𝐿 . This 𝜙𝐿 is

only defined up to an overall global (time-independent) rotation about ®𝐽.

Since we have already solved for the angles between ®𝐿, ®𝑆1, and ®𝑆2, in Sec. 3.3.0.1, we also

have the angle 𝜃𝐽𝐿 ,

®𝐽 · ®𝐿 = 𝐽𝐿 cos 𝜃𝐽𝐿 = 𝐿2 + ®𝑆1 · ®𝐿 + ®𝑆2 · ®𝐿 . (3.63)

This shows that 𝜃𝐽𝐿 has recurred after the 𝑆eff · 𝐿 flow, because all the mutual angles between ®𝐿, ®𝑆1,

and ®𝑆2 have. So, what remains to be tackled is the azimuthal angle 𝜙𝐿 . Since 𝜙𝐿 is only defined up

to an overall constant, we get a differential equation for 𝑑𝜙𝐿/𝑑𝜆 (which is the rate of precession of

the line of nodes). ®𝐿 in component form is

®𝐿 = 𝐿 (sin 𝜃𝐽𝐿 cos 𝜙𝐿 , sin 𝜃𝐽𝐿 sin 𝜙𝐿 , cos 𝜃𝐽𝐿) , (3.64)

and therefore it follows that

𝑑 ®𝐿
𝑑𝜆

=𝐿

(
cos 𝜃𝐽𝐿 cos 𝜙𝐿

𝑑𝜃𝐽𝐿

𝑑𝜆
− sin 𝜃𝐽𝐿 sin 𝜙𝐿

𝑑𝜙𝐿

𝑑𝜆
, cos 𝜃𝐽𝐿 sin 𝜙𝐿

𝑑𝜃𝐽𝐿

𝑑𝜆
+ sin 𝜃𝐽𝐿 cos 𝜙𝐿

𝑑𝜙𝐿

𝑑𝜆
,

− sin 𝜃𝐽𝐿
𝑑𝜃𝐽𝐿

𝑑𝜆

)
. (3.65)

With the aid of the instantaneous azimuthal direction vector given by

𝜙 =
®𝐽 × ®𝐿
| ®𝐽 × ®𝐿 |

=
®𝐽 × ®𝐿

𝐽𝐿 sin 𝜃𝐽𝐿
=

𝑧 × ®𝐿
𝐿 sin 𝜃𝐽𝐿

, (3.66)
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we can extract 𝑑𝜙𝐿/𝑑𝜆 via an elementary result involving the dot product 𝜙 · (𝑑 ®𝐿/𝑑𝜆)

𝜙 · 𝑑
®𝐿
𝑑𝜆

= 𝐿 sin 𝜃𝐽𝐿
𝑑𝜙𝐿

𝑑𝜆
. (3.67)

This leads to

𝑑𝜙𝐿

𝑑𝜆
=
𝜙 · (𝑑 ®𝐿/𝑑𝜆)
𝐿 sin 𝜃𝐽𝐿

=
®𝐽 × ®𝐿

𝐽𝐿2 sin2 𝜃𝐽𝐿
· 𝑑
®𝐿
𝑑𝜆

. (3.68)

Now using 𝑑 ®𝐿/𝑑𝜆 = −𝑑 ®𝑆1/𝑑𝜆 − 𝑑 ®𝑆2/𝑑𝜆, and inserting the precession equations for the two spins,

𝑑𝜙𝐿

𝑑𝜆
=

1
𝐽𝐿2 sin2 𝜃𝐽𝐿

( ®𝐽 × ®𝐿) · ( ®𝑆eff × ®𝐿) =
𝐽

𝐽2𝐿2 − ( ®𝐽 · ®𝐿)2
[
( ®𝐽 · ®𝑆eff)𝐿2 − ( ®𝐽 · ®𝐿) ( ®𝐿 · ®𝑆eff)

]
(3.69)

=

𝐽

[
(𝜎1𝑆

2
1 + 𝜎2𝑆

2
2 + (𝜎1 + 𝜎2) ®𝑆1 · ®𝑆2)𝐿2 − ( ®𝑆1 · ®𝐿 + ®𝑆2 · ®𝐿) ( ®𝐿 · ®𝑆eff)

]
𝐽2𝐿2 − (𝐿2 + ®𝑆1 · ®𝐿 + ®𝑆2 · ®𝐿)2

. (3.70)

We see that everything on the RHS is given in terms of constants of motion (𝐽, 𝐿, ®𝐿 · ®𝑆eff)

and the inner products between the three angular momenta (which can be found from 𝑓 (𝜆) in the

previous section). Put everything in terms of 𝑓 using Eqs. (3.33)-(3.35) and separate into partial

fractions,

𝑑𝜙𝐿

𝑑𝜆
=

𝐽

[
(𝜎1𝑆

2
1 + 𝜎2𝑆

2
2 + (𝜎

2
1 − 𝜎

2
2 ) 𝑓 )𝐿

2 − (𝜎2( 𝑓 − Δ1) − 𝜎1( 𝑓 − Δ2)) ( ®𝐿 · ®𝑆eff)
]

𝐽2𝐿2 − (𝐿2 + 𝜎2( 𝑓 − Δ1) − 𝜎1( 𝑓 − Δ2))2
(3.71)

=
𝐵1

𝐷1 − (𝜎1 − 𝜎2) 𝑓
+ 𝐵2
𝐷2 − (𝜎1 − 𝜎2) 𝑓

, (3.72)

where we have defined

𝐵1 =
1
2

[
( ®𝐿 · ®𝑆eff + 𝐿2(𝜎1 + 𝜎2)) (𝐽 + 𝐿) + 𝐿

(
𝜎1𝑆

2
1 + 𝜎2𝑆

2
2 + (𝜎1 + 𝜎2) (Δ2𝜎1 − Δ1𝜎2)

)]
,

(3.73)
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𝐵2 =
1
2

[
( ®𝐿 · ®𝑆eff + 𝐿2(𝜎1 + 𝜎2)) (𝐽 − 𝐿) − 𝐿

(
𝜎1𝑆

2
1 + 𝜎2𝑆

2
2 + (𝜎1 + 𝜎2) (Δ2𝜎1 − Δ1𝜎2)

)]
,

(3.74)

𝐷1 = 𝐿 (𝐿 + 𝐽) + Δ2𝜎1 − Δ1𝜎2 , (3.75)

𝐷2 = 𝐿 (𝐿 − 𝐽) + Δ2𝜎1 − Δ1𝜎2 . (3.76)

So we need to be able to perform the two integrals (with 𝑖 = 1, 2)

𝐼𝑖 ≡
∫

𝐵𝑖

𝐷𝑖 − (𝜎1 − 𝜎2) 𝑓
𝑑𝜆 =

∫
𝐵𝑖

𝐷𝑖 − (𝜎1 − 𝜎2) 𝑓
𝑑𝜆

𝑑𝑓
𝑑𝑓 (3.77)

=

∫ ±𝐵𝑖
𝐷𝑖 − (𝜎1 − 𝜎2) 𝑓

𝑑𝑓√︁
𝐴( 𝑓 − 𝑓1) ( 𝑓 − 𝑓2) ( 𝑓 − 𝑓3)

, (3.78)

where the last equality is due to Eq. (3.40). With these integrals, we will have

∫
𝑑𝜙𝐿

𝑑𝜆
𝑑𝜆 = 𝜙𝐿 ( 𝑓 ) − 𝜙𝐿,0 = 𝐼1 + 𝐼2 . (3.79)

The integrals 𝐼𝑖 are another type of incomplete elliptic integral (defined below). Using the param-

eterization of Eqs. (3.51) and (3.52), 𝐼𝑖 becomes

𝐼𝑖 (𝜆) =
∫ 𝜙𝑝 𝐵𝑖

𝐷𝑖 − (𝜎1 − 𝜎2) ( 𝑓1 + ( 𝑓2 − 𝑓1) sin2 𝜙𝑝)
2𝑑𝜙𝑝√︃

𝐴( 𝑓3 − 𝑓1) (1 − 𝑘2 sin2 𝜙𝑝)
(3.80)

=
2𝐵𝑖√︁

𝐴( 𝑓3 − 𝑓1)
1

𝐷𝑖 − 𝑓1(𝜎1 − 𝜎2)

∫ 𝜙𝑝 1
1 − 𝛼2

𝑖
sin2 𝜙𝑝

𝑑𝜙𝑝√︃
1 − 𝑘2 sin2 𝜙𝑝

, (3.81)

where we have defined

𝛼2
𝑖 ≡
(𝜎1 − 𝜎2) ( 𝑓2 − 𝑓1)
𝐷𝑖 − 𝑓1(𝜎1 − 𝜎2)

. (3.82)

Thus we can identify the 𝐼𝑖’s in terms of the incomplete elliptic integral of the third kind, which is
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defined as [51]

Π(𝑎, 𝑏, 𝑐) ≡
∫ 𝑏

0

1√︁
1 − 𝑐2 sin2 𝜃

𝑑𝜃

1 − 𝑎 sin2 𝜃
. (3.83)

𝐼𝑖 thus becomes

𝐼𝑖 (𝜆) =
2𝐵𝑖√︁

𝐴( 𝑓3 − 𝑓1)
Π(𝛼2

𝑖
, am(𝑢(𝜆), 𝑘), 𝑘)

𝐷𝑖 − 𝑓1(𝜎1 − 𝜎2)
, (3.84)

and we get the solution for 𝜙𝐿 (𝜙𝑝)

𝜙𝐿 (𝜆) − 𝜙𝐿,0 =
2√︁

𝐴( 𝑓3 − 𝑓1)

[
𝐵1Π(𝛼2

1, 𝜙𝑝, 𝑘)
𝐷1 − 𝑓1(𝜎1 − 𝜎2)

+
𝐵2Π(𝛼2

2, 𝜙𝑝, 𝑘)
𝐷2 − 𝑓1(𝜎1 − 𝜎2)

]
. (3.85)

Here 𝜙𝐿,0 is an integration constant to be determined by inserting 𝜆 = 𝜆0 and 𝜙𝐿 = 𝜙𝐿 (𝜆0) into the

equation.

To close the loop, we need to know the angle Δ𝜙𝐿 that 𝜙𝐿 goes through under one period

of the precession cycle (when flowing under ®𝐿 · ®𝑆eff), that is, when 𝜙𝑝 advances by 𝜋. This is given

in terms of the complete elliptic integral of the third kind, Π(𝛼2, 𝑘) ≡ Π(𝛼2, 𝜋/2, 𝑘) yielding

Δ𝜙𝐿 ≡ 𝜙𝐿 (𝜆0 + Λ) − 𝜙𝐿 (𝜆0) =
4√︁

𝐴( 𝑓3 − 𝑓1)

[
𝐵1Π(𝛼2

1, 𝑘)
𝐷1 − 𝑓1(𝜎1 − 𝜎2)

+
𝐵2Π(𝛼2

2, 𝑘)
𝐷2 − 𝑓1(𝜎1 − 𝜎2)

]
, (3.86)

where we have used the fact that Π(𝛼2, 𝜋, 𝑘) = 2Π(𝛼2, 𝑘).

To negate this angular offset caused by flowing under 𝑆eff · 𝐿 and thereby closing the loop,

we need to flow under 𝐽2 by

Δ𝜆𝐽2 = −Δ𝜙𝐿
2𝐽

. (3.87)

Note that this flow does not alter the mutual angles between ®𝐿, ®𝑆1, and ®𝑆2, as necessary to close the

loop in the phase space. Now that the angles within the triad ( ®𝐿, ®𝑆1, ®𝑆2) have recurred and the full

vector ®𝐿 has recurred, the concern is if the spin vectors have recurred. The spin vectors constrained
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not only by their mutual angles within the ( ®𝐿, ®𝑆1, ®𝑆2) triad, but also with ®𝐽. Their angles with ®𝐽

are algebraically related to the previous mutual angles, e.g. ®𝐽 · ®𝑆2 = ®𝐿 · ®𝑆1 + ®𝑆1 · ®𝑆2 + 𝑆2
2. All of

the angle cosines have recurred, which narrows down to two solutions: the original configuration

for ( ®𝐿, ®𝑆1, ®𝑆2), and its reflection in the 𝐽-𝐿 plane. We can rule out the reflected solution with the

following observation. The original configuration and its reflection have opposite signs for the

signed volume ®𝐿 · ( ®𝑆1 × ®𝑆2), and thus opposite signs for the radical
√︁
𝑃( 𝑓 ). The two different signs

correspond to the two different sheets of the Riemann surface, and by integrating in 𝑓 space from

𝑓1 to 𝑓2 and back to 𝑓1, we have gone around two branch points, ending up on the same sheet, with

the same original orientation. Therefore, after the flows by 𝑆eff · 𝐿 and 𝐽2, each of the three vectors

( ®𝐿, ®𝑆1, ®𝑆2) have recurred.

3.3.0.3 Evaluating Δ𝜆𝐿2

After flowing under 𝑆eff ·𝐿 and 𝐽2, all the three angular momenta ®𝐿, ®𝑆1, and ®𝑆2 have recurred,

but the orbital vectors ( ®𝑅, ®𝑃) and sub-spin vectors have not. We will now restore ®𝑅 and ®𝑃 by flowing

under 𝐿2 by Δ𝜆𝐿2 , to be determined in this section. At this point we introduce a non-inertial frame

(NIF) with (𝑖′ 𝑗 ′𝑘′) axes whose basis vectors are unit vectors along ®𝐽 × ®𝐿, ®𝐿 × ( ®𝐽 × ®𝐿) and ®𝐿

respectively, as depicted pictorially in Fig. 3.2.

Now, ®𝑅 has to be in the 𝑖′ 𝑗 ′ plane because ®𝑅 ⊥ ®𝐿. Denote by 𝜙 the angle made by ®𝑅 with

the 𝑖′ axis. The key point is that after successively flowing under 𝑆eff · 𝐿 (with 𝑆eff · 𝐿 ≡ ®𝑆eff · ®𝐿)

by 𝜆𝑆eff·𝐿 , 𝐽2 by 𝜆𝐽2 , and 𝐿2 by a certain amount 𝜆𝐿2 (to be calculated), if 𝜙 is restored, then so

are ®𝑅 and ®𝑃. This is so because under these three flows, 𝑅, 𝑃 and ®𝑅 · ®𝑃 do not change. Hence the

restoration of 𝜙 after the above three flows by the above stated amounts restores both ®𝑅 and ®𝑃.

Our strategy is to compute 𝜙 under the flow of 𝑆eff · 𝐿. The flow under 𝐽2 does not change

the NIF angle 𝜙, since 𝐽2 rigidly rotates all vectors together. And in the end, we will undo the

change to 𝜙 (caused by the 𝑆eff · 𝐿 flow) by flowing under 𝐿2.

Under the flow of 𝑆eff · 𝐿, we have

¤®𝑅 =

{
®𝑅, 𝑆eff · 𝐿

}
= ®𝑆eff × ®𝑅. (3.88)
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To write the components of this equation in the NIF, we need the components of all the individual

vectors involved in the same frame which are given by

®𝑅 =


𝑅 cos 𝜙

𝑅 sin 𝜙

0

𝑛
, ®𝐿 =


0

0

𝐿

𝑛
,

®𝐽 =


0

𝐽 sin 𝜃𝐽𝐿

𝐽 cos 𝜃𝐽𝐿

𝑛
, ®𝑆1 = 𝑆1


sin 𝜅1 cos 𝜉1

sin 𝜅1 sin 𝜉1

cos 𝜅1

𝑛
,

®𝑆2 = 𝑆2


sin 𝜅2 cos 𝜉2

sin 𝜅2 sin 𝜉2

cos 𝜅2

𝑛
, (3.89)

where 𝜙 is the azimuthal angle of ®𝑅 in the NIF. Here the letter ‘𝑛’ beside these columns indicate

that the components are in the NIF and 𝜉𝑖’s are the azimuthal angles of ®𝑆𝑖 in the NIF.

The Euler matrix Λ̃ which when multiplied with the column consisting of a vector’s com-

ponents in the inertial frame gives its components in the NIF is

Λ̃ =

©­­­­­«
cos 𝜙𝐿 sin 𝜙𝐿 0

− sin 𝜙𝐿 cos 𝜃𝐽𝐿 cos 𝜙𝐿 cos 𝜃𝐽𝐿 sin 𝜃𝐽𝐿

sin 𝜙𝐿 sin 𝜃𝐽𝐿 − cos 𝜙𝐿 sin 𝜃𝐽𝐿 cos 𝜃𝐽𝐿

ª®®®®®¬
(3.90)

Now we take the ®𝑅 in Eq. (3.89), evaluate its components in the inertial frame using Λ̃−1. We

then differentiate each of these components with respect to 𝜆 (the flow parameter under 𝑆eff · 𝐿)

and transform these components back to the NIF using Λ̃, thus finally yielding the components (in

the non-inertial frame) of the derivative of ®𝑅. The result comes out to be (keeping in mind that
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𝑑𝑅/𝑑𝜆 = 0)

¤®𝑅 =


−𝑅 sin 𝜙( ¤𝜙𝐿 cos 𝜃𝐽𝐿 + ¤𝜙)

𝑅 cos 𝜙( ¤𝜙𝐿 cos 𝜃𝐽𝐿 + ¤𝜙)

𝑅(− ¤𝜙𝐿 sin 𝜃𝐽𝐿 cos 𝜙 + ¤𝜃𝐽𝐿 sin 𝜙)

𝑛
. (3.91)

Plugging Eqs. (3.89) and (3.91) in Eq. (3.88) and using the first two components of the resulting

matrix equation gives us

𝑑𝜙

𝑑𝜆
= 𝜎1𝑆1 cos 𝜅1 + 𝜎2𝑆2 cos 𝜅2 − cos 𝜃𝐽𝐿

𝑑𝜙𝐿

𝑑𝜆
(3.92)

Note that since simply replacing cos 𝜙 and sin 𝜙 in Eqs. (3.89) for ®𝑅 with their derivatives would

have yielded the derivative of NIF components of ®𝑅, whereas we need the NIF components of the

inertial-frame derivative, which forms the LHS of Eq. (3.88).

We digress a bit to write ®𝐽 = ®𝐿 + ®𝑆1 + ®𝑆2 in component form in the NIF using Eqs. (3.89).

Only the third component is of interest to us,

𝐽 cos 𝜃𝐽𝐿 = 𝐿 + 𝑆1 cos 𝜅1 + 𝑆2 cos 𝜅2 . (3.93)

We use this equation for 𝜃𝐽𝐿 , and Eqs. (3.72) for 𝑑𝜙𝐿/𝑑𝜆, to write 𝑑𝜙/𝑑𝜆 in terms of 𝜅1, 𝜅2, and 𝛾.

Finally using Eqs. (3.33)-(3.35) to express everything in terms of 𝑓 , we get

𝑑𝜙

𝑑𝜆
=

𝐵1
𝐷1 − (𝜎1 − 𝜎2) 𝑓

− 𝐵2
𝐷2 − (𝜎1 − 𝜎2) 𝑓

− 𝑆eff · 𝐿 + (Δ1 − Δ2)𝜎1𝜎2 + 𝐿2(𝜎1 + 𝜎2)
𝐿

. (3.94)

This is the equivalent of Eq. (3.72) for 𝑑𝜙𝐿/𝑑𝜆, and therefore its solution can be found in a totally

parallel way to what led us to 𝜙𝐿 (𝜆) in Eq. (3.85). This gives us

𝜙(𝜆) − 𝜙0 =
2√︁

𝐴 ( 𝑓3 − 𝑓1)

[
𝐵1Π

(
𝛼2

1, 𝜙𝑝, 𝑘
)

𝐷1 − 𝑓1 (𝜎1 − 𝜎2)
−

𝐵2Π
(
𝛼2

2, 𝜙𝑝, 𝑘
)

𝐷2 − 𝑓1 (𝜎1 − 𝜎2)

]
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−
(
𝑆eff · 𝐿 + (Δ1 − Δ2) 𝜎1𝜎2 + 𝐿2 (𝜎1 + 𝜎2)

) (𝜆 − 𝜆0)
𝐿

, (3.95)

where again the integration constant 𝜙0 is determined by inserting 𝜆 = 𝜆0 and 𝜙 = 𝜙(𝜆0) into this

equation.

The angle Δ𝜙 that 𝜙 goes through under one period of the precession cycle when flowing

under ®𝐿 · ®𝑆eff, is given in a similar manner as we arrived at Eq. (3.86). We get

Δ𝜙 ≡ 𝜙(𝜆0 + Λ) − 𝜙(𝜆0) =
4√︁

𝐴( 𝑓3 − 𝑓1)

[
𝐵1Π(𝛼2

1, 𝑘)
𝐷1 − 𝑓1(𝜎1 − 𝜎2)

−
𝐵2Π(𝛼2

2, 𝑘)
𝐷2 − 𝑓1(𝜎1 − 𝜎2)

]
−

(
𝑆eff · 𝐿 + (Δ1 − Δ2) 𝜎1𝜎2 + 𝐿2 (𝜎1 + 𝜎2)

) Λ
𝐿
. (3.96)

To negate this angular offset caused by flowing under 𝑆eff · 𝐿, we need to flow under 𝐿2 by

Δ𝜆𝐿2 = −Δ𝜙
2𝐿
. (3.97)

Note that this flow does not change any of the three angular momenta ®𝐿, ®𝑆1, or ®𝑆2, which is necessary

for closing the loop in the phase space.

3.3.0.4 Evaluating Δ𝜆𝑆2
1

and Δ𝜆𝑆2
2

Once we have made sure that ®𝑅, ®𝑃, ®𝑆1, ®𝑆2 and hence also ®𝐿 have been restored by successively

flowing under 𝑆eff · 𝐿, 𝐽2, and 𝐿2 by Δ𝜆𝑆eff·𝐿 ,Δ𝜆𝐽2 and Δ𝜆𝐿2 respectively, now is the time to restore

the sub-spin vectors ®𝑅1/2 and ®𝑃1/2. The strategy and calculations are analogous to the ones for ®𝑅

and ®𝑃, so we won’t explicate them in full detail. We will show the basic roadmap and the final

results.

For the purposes of these calculations, the relevant figure is Fig. 3.3, which shows a second

non-inertial frame (𝑖′′ 𝑗 ′′𝑘′′) centered around ®𝑆1. Its axes point along ®𝐽 × ®𝑆1, ®𝑆1 × ( ®𝐽 × ®𝑆1) and ®𝑆1,

respectively. We also use this figure to introduce the definitions of the azimuthal angle 𝜙𝑆1 and

polar angle 𝜃𝐽𝑆1 pictorially. Also, just like 𝜙 was the angle between ®𝑅 and the 𝑖′ axis in 3.3.0.3, we

define 𝜙1 to be the angle between ®𝑅1 and 𝑖′′ axis, with the understanding that ®𝑅1 must lie in the
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𝑖′′ 𝑗 ′′ plane.

Ĵ , k̂

î

ĵ

Ŝ1, k̂
′′

ĵ′′

î′′

φS1

θJS1

Figure 0.1: Test

1

Figure 3.3: Frame (𝑖′′ 𝑗 ′′𝑘′′) is displayed along with the inertial (𝑖 𝑗 𝑘) frame.

Now, just like in Secs. 3.3.0.2 and 3.3.0.3, all we have to worry about is to restore the

change in 𝜙1 which an 𝑆eff · 𝐿 flow (by 𝜆𝑆eff·𝐿) brings about, for doing so would imply that both

®𝑅1 and ®𝑃1 have been restored. The justifications are analogous to those presented in Secs. 3.3.0.2

and 3.3.0.3 while dealing with the orbital sector. We won’t do the calculations for the sub-spin

variables for the other black hole because the calculations are of the same nature of that for the first

one. Now we proceed to compute the change in 𝜙1 brought about by the 𝑆eff · 𝐿 flow.

We denote components in the (𝑖′′ 𝑗 ′′𝑘′′) frame by using the subscript 𝑛2. In this frame we

have

®𝐽 =


0

𝐽 sin 𝜃𝐽𝑆1

𝐽 cos 𝜃𝐽𝑆1

𝑛2

, ®𝑆1 =


0

0

𝑆1

𝑛2

. (3.98)
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We also have

®𝐿 = 𝐿


sin 𝜅1 cos 𝜉3

sin 𝜅1 sin 𝜉3

cos 𝜅1

𝑛2

, ®𝑆2 = 𝑆2


sin 𝛾 cos 𝜉4

sin 𝛾 sin 𝜉4

cos 𝛾

𝑛2

. (3.99)

Here 𝜉3 and 𝜉4 are the azimuthal angles of ®𝐿 and ®𝑆2, respectively, in the (𝑖′′ 𝑗 ′′𝑘′′) frame. We now

write the third component of ®𝐽 ≡ ®𝐿 + ®𝑆1 + ®𝑆2 in the (𝑖′′, 𝑗 ′′, 𝑘′′) frame as

𝐽 cos 𝜃𝐽𝑆1 = 𝑆1 + 𝐿 cos 𝜅1 + 𝑆2 cos 𝛾 . (3.100)

The derivative of ®𝑆1 along the flow of 𝑆eff · 𝐿 (denoted by a dot) is

¤®𝑆1 ≡
𝑑 ®𝑆1
𝑑𝜆

=

{
®𝑆1, ®𝑆eff · ®𝐿

}
= 𝜎1 ®𝐿 × ®𝑆1. (3.101)

The analog of 𝑑𝜙/𝑑𝜆 given in Eq. (3.68) becomes

𝑑𝜙𝑆1

𝑑𝜆
=

®𝐽 × ®𝑆1

𝐽𝑆2
1 sin2 𝜃𝐽𝑆1

· 𝑑
®𝑆1
𝑑𝜆

. (3.102)

Using Eq. (3.101), we can arrive at the analog of 𝑑𝜙/𝑑𝜆 as a function of 𝑓 [Eq. (3.72)],

𝑑𝜙𝑆1

𝑑𝜆
= 𝐽𝜎2 +

𝐵1𝑆
𝐷1𝑆 + 𝜎1 𝑓

+ 𝐵2𝑆
𝐷2𝑆 + 𝜎1 𝑓

, (3.103)

where we have defined

𝐵1𝑆 =
1
2

[
−𝑆1𝜎1(𝐿2 − 𝐽𝑆1 + 𝑆2

1 + Δ2𝜎1) + (𝐽 − 𝑆1)2𝑆1𝜎2 − (𝐽 − 2𝑆1)Δ1𝜎1𝜎2 + (𝐽 − 𝑆1)Δ1𝜎
2
2
]

(3.104)

𝐵2𝑆 =
1
2

[
𝑆1𝜎1(𝐿2 + 𝐽𝑆1 + 𝑆2

1 + Δ2𝜎1) − (𝐽 + 𝑆1)2𝑆1𝜎2 − (𝐽 + 2𝑆1)Δ1𝜎1𝜎2 + (𝐽 + 𝑆1)Δ1𝜎
2
2
]

(3.105)
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𝐷1𝑆 = (𝑆1 − 𝐽)𝑆1 − Δ1𝜎2 , (3.106)

𝐷2𝑆 = (𝑆1 + 𝐽)𝑆1 − Δ1𝜎2 . (3.107)

Analogous to matrix equations for ®𝑅 and ¤®𝑅 in Eqs. (3.89) and (3.91), we can write ®𝑅1 in

the component form as

®𝑅1 =

©­­­­­«
𝑅1 cos 𝜙1

𝑅1 sin 𝜙1

0

ª®®®®®¬𝑛2

, (3.108)

and its derivative as (keeping in mind that 𝑑𝑅1/𝑑𝜆 = 0 along the flow under 𝑆eff · 𝐿)

¤®𝑅1 =

©­­­­­«
−𝑅1 sin 𝜙1

( ¤𝜙𝑆1 cos 𝜃𝐽𝑆1 + ¤𝜙1
)

𝑅1 cos 𝜙1
( ¤𝜙𝑆1 cos 𝜃𝐽𝑆1 + ¤𝜙1

)
𝑅1

(
− ¤𝜙𝑆1 sin 𝜃𝐽𝑆1 cos 𝜙1 + ¤𝜃𝐽𝑆1 sin 𝜙1

)
ª®®®®®¬𝑛2

(3.109)

Also, along the flow under 𝑆eff · 𝐿, ®𝑅1 evolves as

¤®𝑅1 = 𝜎1 ®𝐿 × ®𝑅1. (3.110)

Using Eqs. (3.99), (3.108), and (3.109) to express Eq. (3.110) in component form and either the

first or the second component of the equation when supplemented with Eqs. (3.100) and (3.103) to

eliminate cos 𝜃𝐽𝑆1 and 𝑑𝜙𝑆1/𝑑𝜆 gives us ¤𝜙1. We again write the partial fraction form (analogous to

Eq. (3.94))

¤𝜙1 = 𝑆1(𝜎2 − 𝜎1) −
(

𝐵1𝑆
𝐷1𝑆 + 𝜎1 𝑓

− 𝐵2𝑆
𝐷2𝑆 + 𝜎1 𝑓

)
. (3.111)

We have also used Eqs. (3.27), (3.28), and (3.31) to write the cosines of 𝜅1, 𝜅2, and 𝛾 in terms of 𝑓 .

Finally, in a way very similar to how Δ𝜙 in Eq. (3.96) was found, we find the angle Δ𝜙1 that
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𝜙1 goes through under one period of the precession cycle when flowing under ®𝐿 · ®𝑆eff. We get

Δ𝜙1 =
−4√︁

𝐴 ( 𝑓3 − 𝑓1)


𝐵1𝑆Π

(
𝛼2

1𝑆, 𝑘
)

𝐷1𝑆 + 𝑓1𝜎1
−
𝐵2𝑆Π

(
𝛼2

2𝑆, 𝑘
)

𝐷2𝑆 + 𝑓1𝜎1

 + 𝑆1(𝜎2 − 𝜎1)Λ, (3.112)

where we have defined

𝛼2
𝑖𝑆 ≡
−𝜎1( 𝑓2 − 𝑓1)
𝐷𝑖𝑆 + 𝑓1𝜎1

. (3.113)

To negate this angular offset brought about flowing under 𝑆eff · 𝐿, we need to flow under 𝑆2
1

by

Δ𝜆𝑆2
1
= −Δ𝜙1

2𝑆1
, (3.114)

And similarly, Δ𝜆𝑆2
2

can also be arrived at using calculations of the same nature as for Δ𝜆𝑆2
1
. So,

we won’t present them here.

At long last, the fifth action is given by Eq. (3.21), where the Δ𝜆’s are presented in

Eqs. (3.62), (3.87), (3.97), (3.114) and the expression for Δ𝜆𝑆2
2

(not presented here). It is this action

variable under whose flow (by an amount of 2𝜋), we numerically verified that we get a closed loop

(within numerical errors), whether we view this action as a function of the SPS variables or the

EPS variables. We point out that unlike the previously computed actions in Ref. [21], we had to

invoke the EPS picture to compute the fifth action, though it would be interesting to see if it can

be computed purely in the SPS. There is another difference to highlight between the computation

of the fifth action as compared to the first three [21]. The flows under 𝐽2, 𝐽𝑧, and 𝐿2 already

individually form closed loops, which translates to their associated actions being functions of just

these individual conserved quantities. Meanwhile the flow of 𝑆eff · 𝐿 does not form a closed loop

by itself, so the fifth action ended up being a function of all of 𝐽, 𝐿, 𝑆eff · 𝐿, 𝑆1, and 𝑆2, since we

needed all of these additional flows to form a closed loop.
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Fifth action in the equal mass case

The above result for the fifth action (Eq. (3.21)) is not manifestly finite in the equal mass

limit: there are many factors of (𝜎1−𝜎2) which vanish in this limit, including some in denominators,

and one which makes the cubic 𝑃( 𝑓 ) degenerate to a quadratic. We have checked numerically

that the equal mass limit of J5 is finite, but trying to take this limit analytically is cumbersome.

There is however a simpler way, and the solvability of the equal-mass case has been independently

investigated in the literature, albeit in the orbit- and precession-averaged approach [52].

For 𝜎1 = 𝜎2, it is easy to check that ®𝑆1 · ®𝑆2, along with 𝐻, 𝐽2, 𝐿2, and 𝐽𝑧 forms a set of

five mutually commuting constants. In fact, 𝑆eff · 𝐿 can then be seen as a function of these five

constants, and is therefore no longer an independent constant. It can be checked that under the flow

of ®𝑆1 · ®𝑆2 we have the flow equations

{
®𝑆1, ®𝑆1 · ®𝑆2

}
= ®𝑆 × ®𝑆1 =

{
®𝑆1 · ®𝑆2, ®𝑆2

}
= ®𝑆2 × ®𝑆, (3.115)

and these imply that both the spin vectors rotate around ®𝑆 ≡ ®𝑆1 + ®𝑆2 which itself remains fixed. At

this point we can simply use the result of Eq. (28) of Ref. [21] with 𝑛̂ = ®𝑆/𝑆, which gives our fifth

action variable for the equal mass case as

J̃5(𝑚1=𝑚2) = ( ®𝑆1 + ®𝑆2) · ®𝑆/𝑆 = 𝑆, (3.116)

without needing to do any integral in the orbital sector, since ®𝑅 and ®𝑃 don’t evolve when flowing

under ®𝑆1 · ®𝑆2. The reason we used a tilde in the above equation is because J̃5(𝑚1=𝑚2) need not be

the equal mass limit of J5, since action variables of a system are not unique; see Proposition 11.3

of Ref. [33].

Finally, using the equal mass relations

𝐽2 = 𝐿2 + 𝑆2
1 + 𝑆

2
2 + 2( ®𝐿 · ®𝑆 + ®𝑆1 · ®𝑆2), (3.117)
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𝑆eff · 𝐿 =
7
4
®𝐿 · ®𝑆, (3.118)

𝑆2 = 𝑆2
1 + 𝑆

2
2 + 2 ®𝑆1 · ®𝑆2, (3.119)

in Eq. (38) of Ref. [21], it is possible to arrive at an equation connecting the Hamiltonian with the

actions. Performing a PN series inversion, one can write an explicit expression for the Hamiltonian

in terms of the actions, up to 1.5PN. This can be used to explicitly obtain the frequencies of the

system via 𝜔𝑖 = 𝜕𝐻/𝜕J𝑖.

3.4 Fifth action at the leading PN order

The action variable given by Eq. (3.21) is in exact form with respect to the 1.5PN Hamiltonian

𝐻. It is a worthwhile exercise to write the leading order contribution of this action because it is

a much shorter expression than the exact one. This is in the same spirit as the expression of the

fourth action variable which was presented in Eq. (38) of Ref. [21]. Another advantage is that we

can then write 𝑆eff · 𝐿 in terms of the actions, including the fifth one (discussed below), which when

used in Eq. (38) of Ref. [21] can give an expression for Hamiltonian in terms of the actions.

Note that out of the five actions: 𝐽, 𝐿, 𝐽𝑧,J4, and J5 (see Ref. [21] for the first four), the

first two coincide with each other at 1PN order due to the absence of spins. The next important

action variable at 1PN is the analog of J4 [24] since the 1PN Hamiltonian does not depend on 𝐽𝑧.

This explains the presence of only two frequencies (resulting from effectively two actions) at 1PN.

Since J5 comes into play for the first time only at the 1.5PN order, we can sensibly seek only its

leading PN order contribution, which we turn to now.

We now sketch the plan for how to obtain the leading PN contribution to J5. It comprises

a couple of steps which were performed in Mathematica.

Step 1: To start with, instead of writing the various quantities which make up J5 in terms of the

five commuting constants, write them only in terms of ®𝐿, ®𝑆1, ®𝑆2, 𝜎1 and 𝜎2 with the understanding

that ®𝑆1 and ®𝑆2 are 0.5PN order higher than ®𝐿 (see Ref. [21] for more details on this). Attach a formal
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PN order counting parameter 𝜖 to ®𝑆1 and ®𝑆2. This 𝜖 will be used as a PN perturbative expansion

parameter: every power of 𝜖 stands for an extra 0.5PN order. At the end of the calculation, 𝜖 will

be set equal to 1. Writing various quantities of interest in terms of ®𝐿, ®𝑆1, and ®𝑆2 is imperative since

it serves to expose the PN powers explicitly. For example, 𝐽2 − 𝐿2 = O(𝜖), though both 𝐽2 and 𝐿2

are O(𝜖0).

Step 2: Instead of trying to series expand J5 directly in terms of 𝜖 in one go, we first series

expand various quantities that make up J5, and then use these expanded versions to finally build up

the series-expanded version of J5. As a first step, series expand the cubic expression of Eq. (3.42)

and its roots, keeping terms at O(𝜖2). Expansion of the roots up to O(𝜖2) is necessary because the

turning points 𝑓1 and 𝑓2 coincide at lower orders.

Step 3: Series expand various other quantities that make up J5, such as 𝑘2, 𝐵1, 𝐵2, 𝐷1, 𝐷2, 𝛼1

and 𝛼2 in 𝜖 such that the resulting expansions have two non-zero post-Newtonian terms. We don’t

have to worry about series expanding certain other quantities which make up Δ𝜆4 and Δ𝜆5, since

they don’t contribute to the fifth action variable at the leading order.

Step 4: Using these series-expanded ingredients, build up J5 of Eq. (3.21). The PN orders of the

five additive parts of J5 (as shown in Eq. (3.13)) are schematically shown here as

J𝑆eff·𝐿 = O(𝜖), (3.120)

J𝐽2 = J0𝜖
0 + O(𝜖), (3.121)

J𝐿2 = −J0𝜖
0 + O(𝜖), (3.122)

J𝑆2
1
= O(𝜖2), (3.123)

J𝑆2
2
= O(𝜖2), (3.124)

where we have indicated that the leading order components of J𝐽2 and J𝐿2 cancel each other. Our

leading order J5 is thus the sum of the first three contributions. The last two contributions being at
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sub-leading orders can be dropped. At this point we can set 𝜖 = 1.

Step 5: At this point the resulting perturbativeJ5 is a function of ®𝐿, ®𝑆1, ®𝑆2, 𝜎1, 𝜎2 and dot products

formed out of them. We still want to write this as a function of the commuting constants only,

keeping in line with the tradition followed in the action-angle variables formalism. To do so, we

eliminate ®𝐿 · ®𝑆1 and ®𝐿 · ®𝑆2 using the following results valid up to the leading PN order

®𝐿 · ®𝑆1 ∼ +
2𝑆eff · 𝐿 − (𝐽2 − 𝐿2 − 𝑆2

1 − 𝑆
2
2)𝜎2

2(𝜎1 − 𝜎2)
, (3.125a)

®𝐿 · ®𝑆2 ∼ −
2𝑆eff · 𝐿 − (𝐽2 − 𝐿2 − 𝑆2

1 − 𝑆
2
2)𝜎1

2(𝜎1 − 𝜎2)
, (3.125b)

which finally yields the leading PN order contribution to J5 as

J5 ∼
1

4𝐿 |𝜎1 − 𝜎2 |
(
C2

1 − 4𝐿2
(
𝑆1

2 + 𝑆2
2
))×[

C3
1C2(𝜎1 + 𝜎2) − 4C2

1C2(𝑆eff · 𝐿) + 4C1𝐿
2 {
𝑆1

2(C2(𝜎1 − 𝜎2) + 2𝜎1)

+ 𝑆2
2(C2(𝜎2 − 𝜎1) + 2𝜎2)

}
− 16𝐿2(𝑆eff · 𝐿)

(
𝑆1

2 + 𝑆2
2
) ]
, (3.126)

where the following definitions have been assumed

C1 = 𝐽2 − 𝐿2 − 𝑆2
1 − 𝑆

2
2, (3.127)

C2 =

[
1 − 4(C1𝜎1 − 2𝑆eff · 𝐿) (C1𝜎2 − 2𝑆eff · 𝐿)

(C1(𝜎1 + 𝜎2) − 4𝑆eff · 𝐿)2 − 4𝐿2(𝜎1 − 𝜎2)2
(
𝑆1

2 + 𝑆2
2
) ]1/2

− 1. (3.128)

We could have chosen to eliminate ®𝐿 · ®𝑆1 and ®𝐿 · ®𝑆2 using slightly modified forms of Eqs. (3.125)

by simply ignoring 𝑆2
1 and 𝑆2

2 terms in the numerator. These modified forms of Eqs. (3.125) and

the resulting modified form of the leading order contribution to the fifth action would still agree

with the original results (Eqs. (3.125) and Eq. (3.126)) up to the leading PN order.

We note that the expression of the leading PN order contribution to the fifth action in
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Eq. (3.126) is much shorter than that of the exact 1.5PN fifth action (when both are expressed

in terms of the commuting constants). This could be used in an efficient implementation of the

evaluation of the fifth action on a computer.

We also note that Eq. (3.126) can be used to arrive at a quartic equation in 𝑆eff · 𝐿 with

other action variables as parameters of this quartic equation. This means it is in principle possible

to solve for 𝑆eff · 𝐿 as a function of the actions. By inserting this into Eq. (38) of Ref. [21], we can

explicitly find the 1.5PN 𝐻 ( ®J) as a function of all of the actions (after a PN series inversion). This

gives an alternative approach for computing the frequencies 𝜔𝑖 = 𝜕𝐻/𝜕J𝑖 which can be compared

with the approach in Sec. 2.4.

We have numerically verified that J5 as presented in Eq. (3.126) above converges to the

exact 1.5PN version in the limit of small PN parameter (𝑆1, 𝑆2 ≪ 𝐿 ).

Now we try to address the issue of the nature of roots of the cubic 𝑃( 𝑓 ) of Eq. (3.43).

It is predicated on the nature of the discriminant 𝐷, with a positive 𝐷 implying three real roots,

negative 𝐷 implying one real and two distinct complex roots, and 𝐷 = 0 implies repeated roots.

The discriminant of the exact cubic 𝑃( 𝑓 ) is too complicated for us to investigate its sign. We rather

choose to investigate the sign of its leading order PN contribution. It is in the same spirit as the

calculation of the leading PN order contribution of J5 above. We write 𝐷 in terms of ®𝐿, ®𝑆1, and ®𝑆2

while attaching a formal power counting parameter 𝜖 to both ®𝑆1 and ®𝑆2. Then series-expand 𝐷 in

𝜖 and keep only the leading order term which comes out to be

𝐷 ∼ 4𝐿4
[
𝐿2𝑆2

1 −
(
®𝐿 · ®𝑆1

)2
] [
𝐿2𝑆2

2 −
(
®𝐿 · ®𝑆2

)2
]

× (𝜎1 − 𝜎2)6𝜖4 + O(𝜖5) . (3.129)

In “general position” this is positive. If both spins are aligned or anti-aligned with ®𝐿, we will have

repeated roots, and the spins will remain aligned or anti-aligned with ®𝐿 as the system evolves under

the flows of 𝑆eff · 𝐿 or 𝐻. Aside from this special case, the PN limit suggests that the 𝐷 < 0 case

of only one real root is disallowed. This is necessary on physical grounds, as there must be two
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turning points for the mutual angle variable 𝑓 .

3.5 Conclusions

We finally finish the action-angle variables line of work by computing the fifth action in

this chapter. Typically, action-angle variables are found by separating the Hamilton-Jacobi (HJ)

equation [22], though we were able to work them out without separating the HJ equation. Finally

from this vantage point, we summarize the major ingredients which went into computing the action-

angle variables of a spinning BBH with arbitrary masses and eccentricity at the leading 1.5PN order

(the subject of this and the last chapter): (1) the classic complex contour integration method for the

Newtonian system proposed by Sommerfeld [22]; (2) its PN extension by Damour and Schäfer [24];

(3) the integration techniques worked out in the context of the 1.5PN Hamiltonian flow in Ref. [20];

and finally (4) the method of extending the phase space by inventing the unmeasurable extended

phase-space variables.

In the context of our new mathematical method of computing action variables via the

introduction of the unmeasurable sub-spin variables, there is a possibility of a mathematically

oriented study of this method. A few pertinent questions along this line could be (1) Is there a

way to compute the fifth action without introducing the unmeasurable variables? (2) Are there

other situations (with other topologically nontrivial symplectic manifolds) where an otherwise

intractable action computation can be made possible using this new method? (3) What is the

deeper geometrical reason that makes this method work?
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CHAPTER 4

INTEGRABILITY OF BINARY BLACK HOLES AT 2PN

The contents of this chapter can be found at Ref. [4].

4.1 Introduction

This chapter will try to address the challenge of determining whether the “generic” BBH

systems (two BHs, with their spins misaligned from the orbital angular momentum, in an eccentric

orbit) are integrable or not. Integrability is defined as a condition when a dynamical system

possesses action-angle variables. Integrable systems are nice in that they cannot be chaotic and

are more amenable to analytical modeling or numerical simulations. Eccentricity leads to apsidal

precession, and spin-orbit coupling leads to precession of both the spins and the orbital plane. Such

complicated nonlinear dynamics in a high dimensional phase space leads to the fear of chaos. One

ultimate goal of studying the BBH problem is to produce rapid gravitational-wave predictions—

and chaos would obstruct the possibility of analytical waveforms. Showing the integrability of the

system and the existence of action-angle variables opens the door to constructing a closed-form

analytical waveform model. The study of chaos and integrability in the spinning, eccentric BBH

system has an interesting history [19, 36, 41, 53–63]. We will recap some of the highlights below.

Some of the claims in the literature seem at odds with each other. Besides our main results, we

will also explain these apparent contradictions and correct some misstatements in the literature

regarding integrability of the BBH system.

The generic BBH system, in Hamiltonian form, has long been known to be integrable at the

1.5 post-Newtonian (PN) order [28]. This comes from the Liouville-Arnold theorem [31, 32]: the

ten-dimensional phase space has five independent constants of motion, which all pairwise commute
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under the Poisson bracket. This integrability leads to the existence of an analytic solution [26].

At 2PN, Levin [53, 54] performed numerical simulations and concluded that the generic BBH

system is chaotic. Schnittman and Rasio [56] also simulated generic systems at 2PN, and by

measuring the Lyapunov exponent, found either no chaos, or weak chaos with a Lyapunov time

which was many times greater than the inspiral time. Soon after, Cornish and Levin [57] found the

Lyapunov and inspiral time-scale could be comparable to each other, though they warned that the

Lyapunov time is coordinate-dependent. Hartl and Buonanno [36] performed a survey of generic

orbits, simulating them at 2PN (and including some PN terms that previous authors had not). For

the most part, they found regular (i.e. non-chaotic) orbits, though they did report chaos in some

cases, which they reported to be astrophysically disfavored. Though not discussed in any of these

works, the coexistence of regular and chaotic orbits in phase space is a typical characteristic of a

nearly-integrable system, proven in the KAM theorem [31, 32]. This applies to the second and

higher PN Hamiltonians, when treated as a perturbation to the integrable 1.5PN Hamiltonian.

There have also been a number of analytical studies of integrability. Damour [28] pointed out

the additional constants of motion, though did not emphasize that they commute or that the generic

BBH is integrable. Königsdörffer and Gopakumar [19, 64] suggested integrability at higher PN

order, by constructing an analytic solution for two specific mass/spin configurations, and removing

all spin terms in the Hamiltonian except for the leading order spin-orbit interaction. Beyond the

1.5PN spin-orbit effect, the next non-trivial effect on integrability is the spin-spin interactions at

2PN, which is conjectured to source chaotic behavior [53]. Let us also mention that some analytic

work [58–63] has discussed integrability by only counting the number of constants of motion,

which is not enough for the Liouville-Arnold theorem: the constants must be mutually commuting.

For example, while each of the three components 𝐽𝑖 are constants, they do not commute with each

other.

Along independent lines, a large body of literature has been developed by taking advantage

of orbit-averaging and precession-averaging. The principle at work is that there is a large separation

of timescales, 𝑡orb ≪ 𝑡prec ≪ 𝑡rad; so the orbital variables’ influence on precession dynamics may
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be approximated by averaging, and similarly for precession-averaging. Early post-Newtonian

works invoking orbit-averaging to study spin effects include [29, 40, 41], and precession-averaging

followed in [42, 43]. An important milestone was Racine’s discovery that a quantity ®𝐿 · ®𝑆0 (to be

introduced later) is constant under the Newtonian-orbit-average of the 2PN equations of motion

(EOMs), despite not being constant under the full 2PN equations. We will briefly comment on the

relation of our results to the averaged results.

In this chapter, we show integrability at 2PN. These are both part of the larger program to

eventually build analytical waveform models for the generic spinning, eccentric BBH system. The

known integrability at 1.5PN implies the existence of action-angle variables. We then proceed to

2PN, where in the spirit of perturbation theory, we add an ansatz for PN corrections to the 1.5PN

exactly-commuting constants, and solve for these corrections to find the 2PN-valid constants. We

work with the full 2PN Hamiltonian rather than removing the spin-spin interaction. This shows

(via the Liouville-Arnold theorem to be discussed later) that the generic BBH is integrable at 2PN,

in the sense of perturbation theory. That is, these 2PN constants only mutually commute up to

sufficiently-high-order errors. This also implies that the action variables can be pushed to 2PN, so

an analytical orbital solution is possible at this order. We finally revisit the criteria for integrability

by analyzing the timescales for “constants” to vary when evolved with the next order Hamiltonian.

With this more physical criterion, ®𝑆eff · ®𝐿 actually varies at the 1PN timescale, despite being a 1.5PN

constant of motion. The 2PN constants we construct only vary at 2.5PN order, justifying that the

BBH system is integrable at 2PN order.

The existence of these perturbative constants is not in conflict with the presence of chaos in

phase space. From the KAM theorem, most invariant tori will remain unbroken under a sufficiently

small perturbation. Resonant tori will be the first to break up into chaotic regions. Our constants

are applicable to unbroken tori, which according to Ref. [36] fill the vast majority of phase space.

The layout of this chapter is as follows. In Sec. 2.2 the mathematical preliminaries like

post-Newtonian power counting, Liouville integrability, the Hamiltonian phase space and Poisson

bracket structure for the BBH problem, and the 2PN Hamiltonian, have already been introduced.
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In Sec. 4.2, we give an algebraic definition of PN involution and integrability. We then

describe how to systematically construct appropriate ansätze for corrections to add to constants of

motion, reducing the problem to linear algebra. Finally we solve for the corrections and present

the five approximate constants of motion, which are in involution up to errors that can be ignored

at 2PN. In Sec. 4.3, we present our discussion, ideas for future work, and conclude.

4.2 Integrability at 2PN

The spirit of the post-Newtonian method is perturbation theory in powers of 1/𝑐, which

opens the door for canonical perturbation theory applied to Hamiltonian dynamics. As the KAM

theorem dictates [22, 31], when we add a small perturbation to an integrable system, and this

perturbation breaks integrability, the perturbed motion is still multiply-periodic and restricted to

𝑛-tori, except for resonant tori where chaos ensues.1

We can take advantage of perturbation theory by treating the 2PN system as a perturbation

upon the 1.5PN Hamiltonian. We find deformations to the 1.5PN constants of motion such that the

2PN system is integrable in the perturbative sense. This method can be pushed to higher PN order,

but here we only demonstrate it at the first order where “exact” integrability is broken, namely at the

2PN order. In Sec. 4.2.1 we explain what we mean by perturbative integrability, and in Sec. 4.2.2

the method for finding the deformations to the constants. In Sec. 4.2.3 we give the results for the

deformed constants, and discuss some subtle issues in PN integrability in Sec. 4.2.4.

4.2.1 Perturbative integrability

To make the definition of perturbative integrability precise, we will introduce the “dominant

PN order of” symbol [−]. If a phase-space quantity is asymptotic to 𝑐−2𝑚, then it has dominant PN

order 𝑚, i.e.,

𝑓 ∼ 𝐹 (𝑅, 𝑃, 𝜒)𝑐−2𝑚 ←→ [ 𝑓 ] ≡ 𝑚 , (4.1)

1The KAM theorem actually gives more precise estimates for the 𝜖 dependence of the chaotic component of phase
space; see Ref. [31] for more details.
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where 𝐹 (𝑅, 𝑃, 𝜒) is a 𝑐-independent phase-space function, and we employ the ∼ symbol of asymp-

totic analysis [65]. The algebra of formal power series tells us how [−] interacts with multiplication,

addition, and thus Poisson brackets. Multiplication is simple,

[ 𝑓 𝑔] = [ 𝑓 ] + [𝑔] . (4.2)

When two phase-space functions have different dominant orders, addition is also simple,

[ 𝑓 + 𝑔] = min( [ 𝑓 ], [𝑔]) if [ 𝑓 ] ≠ [𝑔] . (4.3)

However, if 𝑓 ∼ −𝑔, then there will be a cancellation in the dominant order of 𝑓 + 𝑔, and the

dominant order of the sum will be higher than min( [ 𝑓 ], [𝑔]). Such cancellation can happen in

Poisson brackets, and is necessary for our algebraic definition of perturbative integrability.

In perturbation theory, equalities only need to be satisfied up to some sufficiently-small

error terms. Thus for perturbative integrability, we will replace
{
𝐹𝑖, 𝐹𝑗

}
= 0 with conditions{

𝐹𝑖, 𝐹𝑗
}
= O(𝑐−2𝑝), for some appropriate PN orders 𝑝. If we want perturbative integrability at

relative 𝑞PN order, we know we want each
{
𝐹𝑖, 𝐹𝑗

}
to be at least a factor of 𝑐−2(𝑞+1/2) higher than

some phase-space quantity, but what is that quantity?

To answer this question, we define the function DNC( 𝑓 , 𝑔) which measures what would

be the “expected” dominant PN order of { 𝑓 , 𝑔} if there was no cancellation in the leading order

(“dominant non-commutation”). This expected order has two cases, corresponding to the leading

orders of 𝑓 and 𝑔 both contain a common spin vector or not. This is because the (inverse) symplectic

form for spins itself carries a power of 𝑆 and thus 𝑐−1 [see Eq. (2.8)]. Thus we define

DNC( 𝑓 , 𝑔) =


[ 𝑓 ] + [𝑔] − 1

2 ,
both 𝑓 and 𝑔 contain

spin at dominant order,

[ 𝑓 ] + [𝑔] , otherwise.

If 𝑓 and 𝑔 do not have cancellation at the leading order, we see that DNC( 𝑓 , 𝑔) = [{ 𝑓 , 𝑔}]. For
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example, DNC(𝑅𝑖, 𝑃𝑖) = 0, but DNC(𝑆𝑖
𝐴
, 𝑆

𝑗

𝐴
) = 1/2 for 𝑖 ≠ 𝑗 .

If { 𝑓 , 𝑔} = 0 exactly, then 𝑓 and 𝑔 are said to be in involution up to infinite order. Otherwise

we say that 𝑓 and 𝑔 are in involution “up to 𝑞PN order” when the two equivalent conditions hold,

{ 𝑓 , 𝑔} ∼ O
(
𝑐−2(DNC( 𝑓 ,𝑔)+𝑞+ 1

2 )
)
, (4.4a)

[{ 𝑓 , 𝑔}] > DNC( 𝑓 , 𝑔) + 𝑞 . (4.4b)

As a consistency check, notice that for the previous examples (𝑅𝑖, 𝑃𝑖) and (𝑆𝑖
𝐴
, 𝑆

𝑗

𝐴
) with 𝑖 ≠ 𝑗 , each

pair is not in involution even at the leading (0PN) order, as would be expected. Now we define a

“𝑞PN constant of motion” to be a quantity which is in involution with the 𝑞PN Hamiltonian up to at

least 𝑞PN order. Finally, we define 𝑞PN perturbative integrability in a 2𝑛-dimensional phase space

when we have 𝑛 independent phase-space functions (including the 𝑞PN Hamiltonian) which are in

mutual involution up to at least 𝑞PN order with one additional condition. This condition demands

that the 𝑛 independent phase-space functions (including the (𝑞+1/2)PN Hamiltonian) must be such

that in the extreme PN limit (1/𝑐 → 0), they must reduce to 𝑛 independent phase-space functions

in exact mutual involution. The justification of this additional condition can be found in Appendix

B of [66]. We will revisit this definition further in Sec. 4.2.4, and see that it still has a shortcoming.

4.2.2 Method of finding deformations

We now construct perturbative constants of motion up to 2PN. Note that 𝐽2 and 𝐽𝑧 always

remain exact constants of motion, at any order, for an SO(3)-invariant Hamiltonian. Along with

the Hamiltonian, they form a set of three independent mutually commuting constants of motion.

We need to add two more quantities to this list to establish integrability. We propose that the two

required constants of motion are perturbative deformations of the 1.5PN constants of motion, 𝐿2

and ®𝑆eff · ®𝐿, namely

𝐿̃2 = 𝐿2 + 𝛿𝐿2, (4.5)
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�𝑆eff · 𝐿 = ®𝑆eff · ®𝐿 + 𝛿( ®𝑆eff · ®𝐿) , (4.6)

where 𝛿𝐿2 and 𝛿( ®𝑆eff · ®𝐿) are higher-PN corrections that we must find. For every pair, we want

involution up to 2PN order [𝑞 = 2 in Eq. (4.4)]. The dominant orders of each of these functions are[
𝐿̃2

]
= [𝐻] = 0 and

[�𝑆eff · 𝐿
]
= 1

2 . Therefore, to satisfy 2PN perturbative integrability, we require

{
𝐿̃2, 𝐻

}
∼ O(𝑐−5), (4.7a){�𝑆eff · 𝐿, 𝐻

}
∼ O(𝑐−6), (4.7b){�𝑆eff · 𝐿, 𝐿̃2

}
∼ O(𝑐−6), (4.7c)

where 𝐻 is the 2PN Hamiltonian.

Satisfying these integrability conditions amounts to finding the deformations 𝛿𝐿2 and

𝛿( ®𝑆eff · ®𝐿), which both proceed following the same approach. First, the PN orders that are required

to appear in a deformation are identified. Then we construct an ansatz for the deformation out

of geometrical objects at these required PN orders, times some coefficients to be determined by

Eqs. (4.7). This turns the problem into a systematic enumerative algebra problem.

At first glance it may seem that this procedure is not systematic, as there are an infinite

number of terms that could appear in such an ansatz at fixed PN order, but this is not true. First, the

only quantities that may appear are geometric objects transforming covariantly under SO(3) rigid

rotations:

• the metric tensor 𝛿𝑖 𝑗 (Kronecker delta),

• Levi-Civita tensor (not the symbol) 𝜖𝑖 𝑗 𝑘 ,

• the position vector ®𝑅, its norm 𝑅 and unit radial vector 𝑅̂ ≡ ®𝑅/𝑅,

• momentum vector ®𝑃, and

• spin vectors ( ®𝑆1, ®𝑆2).

66



In practice, it is simpler to construct such ansätze from 𝑅̂ and powers of the scalar 𝑅, rather than

considering ®𝑅. SO(3) covariance requires that these objects automatically commute with 𝐽2 and 𝐽𝑧.

The types of terms allowed in a deformation have the same tensorial character and parity (scalar,

pseudoscalar, vector, etc.) as the quantity being corrected. While negative powers 𝑅−𝑘 can appear

in PN expressions, negative powers of 𝑃 or 𝑆 do not. Now, if we choose a maximum operator order

(number of tensors multiplied together), there are only a finite number of combinations that can be

built at each PN order and operator order. Now the problem is indeed enumerative: if a solution is

not found, increase the operator order and try again.

Let us demonstrate by using 𝐿̃2 as an example. First, we determine the PN orders necessary

for the ansatz of the deformation 𝛿𝐿2. Expanding Eq. (4.7a),

{
𝐿̃2, 𝐻

}
=

{
𝐿2, 𝐻2PN

}
+

{
𝛿𝐿2, 𝐻N

}
+

{
𝛿𝐿2, 𝐻1PN + 𝐻1.5PN + 𝐻2PN

}
,

∼ O(𝑐−5) . (4.8)

The noncommutation in the first term on the RHS is only with the spin-spin term, since 𝐿2 commutes

with the orbital part,

{
𝐿2, 𝐻2PN

}
=

{
𝐿2, 𝐻SS,2PN

}
∼ O(𝑆2 𝑐−2) ∼ O(𝑐−4) . (4.9)

This is the dominant error that must be cancelled by the terms involving 𝛿𝐿2, which we see must

involve spins. The bracket of 𝛿𝐿2 with the Hamiltonian also follows PN ordering and is dominated

by
{
𝛿𝐿2, 𝐻N

}
, with the other terms being higher-PN. One must be careful to check what happens

with the spin terms, which potentially reduce PN orders: for example since 𝛿𝐿2 has spins in its

leading order,
{
𝛿𝐿2, 𝐻1.5PN

}
is only 1PN order higher than

{
𝛿𝐿2, 𝐻N

}
, rather than 1.5PN. Therefore
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this condition simplifies to

{
𝐿2, 𝐻SS,2PN

}
+

{
𝛿𝐿2, 𝐻N

}
= 0 , (4.10)

with the equality being exact. To satisfy this, 𝛿𝐿2 will need to contain two spin in the leading order,

which by inspection must be 𝛿𝐿2 ∼ O(𝑆2𝑐−2).

To build an appropriate O(𝑆2𝑐−2) ansatz for 𝛿𝐿2, we note from Eq. (2.3) that a factor of

1/𝑐2 should accompany either two powers of ®𝑝 ≡ ®𝑃/𝜇, or one power of 1/𝑅, and any number of

powers of 𝑅̂. Since 𝐿2 is parity even, we will not use 𝜖𝑖 𝑗 𝑘 to construct the ansatz for 𝛿𝐿2: an odd

number of 𝜖’s makes a parity odd term, and an even number can be written in terms of 𝛿𝑖
𝑗
. This

yields an ansatz containing terms of the form

𝛿𝐿2⊃
©­­­«

1
𝑐2 𝑆

𝑖
𝐴𝑆

𝑗

𝐵
𝑃𝑘𝑃𝑙 𝑅̂𝑚 𝑅̂𝑛︸               ︷︷               ︸

19 contractions

,
1
𝑅𝑐2 𝑆

𝑖
𝐴𝑆

𝑗

𝐵
𝑅̂𝑘 𝑅̂𝑙︸       ︷︷       ︸

6 contractions

ª®®®¬ . (4.11)

Here we mean to take all possible contractions of the two tensorial forms, where the indices (𝐴, 𝐵)

label spins in the same way as in Sec. 2.2. This leads to 19 possible contractions involving two

factors of ®𝑃, and 6 contractions without ®𝑃, giving us altogether 25 terms in our most general ansatz

for 𝛿𝐿2. Since we are taking contractions, the use of the metric tensor 𝛿𝑖 𝑗 is implicit in our ansatz

construction. Our ansatz for 𝛿𝐿2 then consists of a sum of all these 25 terms with coefficients to be

solved for demanding that Eq. (4.10) be true.

One can employ similar lines of reasoning to construct an ansatz for 𝛿( ®𝑆eff · ®𝐿) and solve

for the coefficients so that Eq. (4.7b) is satisfied, although it is a more complicated case than for

𝛿𝐿2. Instead of Eq. (4.10), this time we demand that Eq. (4.19) be satisfied in the next section.

Finally, there may be additional constraints on the terms in the ansätze arising from the requirement

that the Poisson bracket
{
𝐿̃2, �𝑆eff · 𝐿

}
must also vanish to the required order, Eq. (4.7c). That is

how we finally arrive at the desired 𝐿̃2 and �𝑆eff · 𝐿. We formed sufficiently general ansätze using

the AllContractions and MakeAnsatz commands of the Mathematica package xTras [67],
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which works in the xAct/xTensor suite [39, 68]. Our result may be verified by the Mathematica

notebook which can be found at [38].

4.2.3 The deformed constants

Following the above procedure to find a deformation to 𝐿2, we write this deformation as

𝐿̃2 = 𝐿2︸︷︷︸
0PN

+ 𝛿𝐿2︸︷︷︸
2PN

. (4.12)

For brevity we will define the symmetric tensor

ℎ𝑖 𝑗 ≡ 𝑝
𝑖𝑝 𝑗

2
− 𝑟

𝑖𝑟 𝑗

𝑟3 , (4.13)

where we again used the scaled variables ®𝑝 ≡ ®𝑃/𝜇, 𝑟 = 𝑅/𝐺𝑀 . Notice that ℎ𝑖 𝑗 has units of 𝑣2, and

that the trace is

ℎ ≡ 𝛿𝑖 𝑗ℎ𝑖 𝑗 = 𝐻𝑁/𝜇 . (4.14)

Then we can write our deformation as

𝛿𝐿2 =
−2𝜈
𝑐2

[
𝑚2
𝑚1
𝑆𝑖1𝑆

𝑗

1ℎ𝑖 𝑗 + 𝑆
𝑖
1𝑆

𝑗

2

(
ℎ𝑖 𝑗 − 𝛿𝑖 𝑗

ℎ

2

)
+ (1↔ 2)

]
. (4.15)

We are also free to add arbitrary constants times 𝑆2
1ℎ/𝑐

2 and 𝑆2
2ℎ/𝑐

2 without affecting integrability.

Proceeding similarly for ®𝑆eff · ®𝐿, we decompose the deformation as

�𝑆eff · 𝐿 = ®𝑆eff · ®𝐿︸ ︷︷ ︸
0PN

+ 𝛿1( ®𝑆eff · ®𝐿)︸       ︷︷       ︸
0.5PN

+ 𝛿2( ®𝑆eff · ®𝐿)︸       ︷︷       ︸
1.5PN

. (4.16)

The two deformations are

𝛿1( ®𝑆eff · ®𝐿) =
1
4
®𝑆1 · ®𝑆2 , (4.17)

69



𝛿2( ®𝑆eff · ®𝐿) =
1
𝑐2

[
𝜎1
𝑚2

2
𝑀2 𝑆

𝑖
1𝑆

𝑗

1ℎ𝑖 𝑗 +
1
8
(3 + 2𝜈)𝑆𝑖1𝑆

𝑗

2ℎ𝑖 𝑗 + (1↔ 2)
]
. (4.18)

We are also free to add arbitrary constants times 𝑆2
1ℎ/𝑐

2, 𝑆2
2ℎ/𝑐

2, and ( ®𝑆1 · ®𝑆2)ℎ/𝑐2 without affecting

integrability. The cancellations happen as

{
®𝑆eff · ®𝐿, 𝐻SS,2PN

}
︸                 ︷︷                 ︸

both orbital and spin PBs;

O(𝑐−4) and O(𝑐−5)

+
{
𝛿1( ®𝑆eff · ®𝐿), 𝐻1.5PN

}
︸                     ︷︷                     ︸

spin PBs;

O(𝑐−4)

+
{
𝛿1( ®𝑆eff · ®𝐿), 𝐻SS,2PN

}
︸                       ︷︷                       ︸

spin PBs;

O(𝑐−5)

+
{
𝛿2( ®𝑆eff · ®𝐿), 𝐻N

}
︸                ︷︷                ︸

orbital PBs;

O(𝑐−4)

= 0 ,

(4.19)

with the equality being exact, where 𝐻SS,2PN is defined in Eq. (2.16). Below every Poisson bracket,

we indicate both the PN orders arising, and what kind of PBs (orbital or spin) are needed to expand

each term. With these corrections, we have fulfilled the required level of commutation given in

Eqs. (4.7). In fact, we slightly exceeded this goal, achieving

{
𝐿̃2, 𝐻

}
∼ O(𝑐−6) , (4.20a){ �𝑆eff · 𝐿, 𝐻

}
∼ O(𝑐−6) , (4.20b){ �𝑆eff · 𝐿, 𝐿̃2

}
∼ O(𝑐−7) . (4.20c)

Therefore, along with the 2PN Hamiltonian 𝐻, 𝐽2, and 𝐽𝑧, the deformed constants 𝐿̃2 and �𝑆eff · 𝐿

now form a set of 5 independent, mutually commuting constants of motion at 2PN order, thereby

establishing the integrable nature of the BBH system at this order.

It is worth comparing our results to the widely-used results based on orbit-averaging (over a

Newtonian orbit) [29, 40–43]. Racine found [29] that the combination ®𝑆0 · ®𝐿 is conserved by what

we call ⟨𝑑/𝑑𝑡⟩𝑁 , the Newtonian-orbit average of the 2PN EOMs. Here ®𝑆0 ≡ (1 +𝑚2/𝑚1) ®𝑆1 + (1 +

𝑚1/𝑚2) ®𝑆2 was introduced by Damour [28]. Two comments are in order. First, ®𝑆0 · ®𝐿 differs at its

leading order from ®𝑆eff · ®𝐿 and therefore �𝑆eff · 𝐿. Since spins and ®𝐿 are all constants at Newtonian
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order, applying the Newtonian-orbit-average to form
〈
®𝑆eff · ®𝐿

〉
𝑁
= ®𝑆eff · ®𝐿 does not recover ®𝑆0 · ®𝐿.

Second, as mentioned at the end of Sec. 2.3, a more accurate average is not over the Newtonian orbit,

but on the phase-space torus formed by level sets of the five constants of motion. The torus-average

will already differ at 1PN order from the Newtonian-orbit average. We can confirm using the 2PN

Hamiltonian and averaging over the Newtonian orbit the two independent equalities,

〈
𝑑

𝑑𝑡

〉
𝑁

®𝑆0 · ®𝐿 = 0 ,
〈
𝑑

𝑑𝑡
®𝑆0 · ®𝐿

〉
𝑁

= 0 . (4.21)

However, we should expect that the torus-average will differ. More precisely, with the 2PN

Hamiltonian and no averaging,

𝑑

𝑑𝑡
®𝑆0 · ®𝐿 = O(𝑆2𝑐−2) = O(𝑐−4) . (4.22)

Thus while Newtonian-orbit averaging gives a cancellation of this leading order, we expect the

more accurate torus average to be nonzero at the order

〈
𝑑

𝑑𝑡
®𝑆0 · ®𝐿

〉
𝑇

= O(𝑐−6) . (4.23)

Notice this is the same level of conservation that we achieved in Eq. (4.20b), but our result is valid

instantaneously, that is, without resorting to averaging.

4.2.4 PN constancy and integrability revisited

Our algebraic definition of PN involution and integrability introduced in Sec. 4.2.1 has a

shortcoming. To understand this, let’s examine the timescales on which phase-space quantities vary.

For some quantity 𝑓 , when evolved with the full 𝑛PN Hamiltonian 𝐻𝑛PN (not the 𝑛PN contribution

to the Hamiltonian), we can approximate the timescale of variation with

𝑇𝑛 ( 𝑓 ) ≡
𝑓{

𝑓 , 𝐻𝑛PN
} . (4.24)
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For example, the orbital (or Newtonian) timescale is

𝑇𝑁 ≡ 𝑇0(𝑅𝑖) ≈
√︂

𝑅3

𝐺𝑀
. (4.25)

Now, with the algebraic definition of PN integrability given in Sec. 4.2.1, ®𝑆eff · ®𝐿 is a 1.5PN constant

of motion. But let us examine the timescale of its variation, in units of the orbital time. We cannot

use 𝐻1.5PN for this, since ®𝑆eff · ®𝐿 and 𝐻1.5PN commute. The timescale of variation is controlled by

the 2PN Hamiltonian, and one can check

𝑇2( ®𝑆eff · ®𝐿) ∼ O
((𝑣
𝑐

)−3
𝑇𝑁

)
, (4.26)

implying that ®𝑆eff · ®𝐿 varies on a timescale that is only 1.5PN longer than𝑇𝑁 , rather than the expected

2PN orders longer. Therefore, ®𝑆eff · ®𝐿 is not a 1.5PN constant from the criterion of comparing

timescales, and the BBH system cannot yet be called integrable at 1.5PN order despite the existence

of five exactly commuting constants at this order.

The key point is that 𝐻𝑛PN may sometimes induce variations in a quantity 𝑓 at a timescale

which is only (𝑛−1/2)PN orders larger than 𝑇𝑁 , rather than 𝑛PN orders larger. As was emphasized

in Secs. 2.2.1, 2.2.2, and 4.2.1, this happens because of the factor of 𝑐−1 in spin, and the form of

the spin Poisson bracket. Therefore, to establish if a quantity is a constant of motion on an 𝑛PN

timescale will generally involve examining the (𝑛 + 1/2)PN Hamiltonian.

To conservatively satisfy the timescale analysis, we revise the earlier definition of 𝑞PN

constancy and integrability by using the next order, (𝑞 + 1/2)PN, Hamiltonian, instead of the 𝑞PN

Hamiltonian. However, we only introduce relative 𝑞PN corrections to our deformed constants. We

have checked that the five quantities 𝐻, 𝐽𝑧, 𝐽2, 𝐿̃2 and �𝑆eff · 𝐿 (𝐻 now being the 2.5PN Hamilto-

nian [37]) are also in mutual involution up to 2PN according to our revised definition, even though

the last two quantities were derived in Sec. 4.2.2 by only considering the 2PN Hamiltonian. This

calculation is also verified in the supplement to this article [38]. In terms of timescales, we now
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satisfy

𝑇2.5

(�𝑆eff · 𝐿
)
∼ O

((𝑣
𝑐

)−5
𝑇𝑁

)
. (4.27)

Hence, we have established the integrable nature of the BBH system at one PN order higher (2PN)

than what was earlier known (1PN) on the basis of timescale of variation.

4.3 Discussion

In this chapter, we studied the problem of integrability at 2PN. By adding corrections to the

1.5PN mutually commuting constants of motion, we constructed 2PN perturbatively commuting

quantities. This proves the integrable nature of the BBH system at 2PN in a perturbative sense.

Our construction required us to propose appropriate definitions of PN involution and integrability.

Proving perturbative integrability at 2PN and higher is more delicate than at 1.5PN, since the

1.5PN commutation does not require perturbation theory. We presented a systematic method to

find higher-PN corrections to mutually commuting constants of motion, forming an ansatz by

enumerating possible tensor expressions, turning the problem into linear algebra. We therefore

expect our method to be useful in extending integrability to even higher PN orders.

By now a large number of authors have studied the problems of integrability or chaos in the

BBH system in post-Newtonian theory, either numerically or analytically. Importantly, while Hartl

and Buonanno [36] did find chaos in the PN BBH system, they found it is only present in a small

component of phase space. The constants of motion we have constructed apply to the invariant

tori in the non-chaotic regions of phase space, i.e. the majority of the volume. This improves the

outlook for using perturbative integrability as a tool for generating highly-accurate and efficient

waveform models.

To employ integrability for efficient waveform modeling, the current work will have to be

extended in a number of natural ways. We can try to extend our current work to 3PN order. The 2PN

integrability of the system encourages us to push our derivation of 1.5PN action-angle variables (of
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the last chapter) to 2PN too. This opens the possibility to construct an analytic waveform model

for the completely generic system, without needing to e.g. orbit-average [29, 40, 41], precession-

averaging [42, 43, 69, 70], or expand in powers of eccentricity [71, 72]. As discussed at the end of

Sec. 4.2.3, we expect the time derivatives of the orbit-averaged constants to have errors at relative

2.5PN order, when averaged over the true orbits, rather than over Newtonian orbits. This is the

same level of error in the time derivatives of our instantaneous constants, i.e. without needing to

average. We hope to see our integrability results applied to future analytical waveform models such

as the Phenom family.

A difficulty will arise at 2.5PN order, where the dynamics are no longer conservative.

Starting at this order, the “constants” of motion will now vary with time. One possible approach

will be the formalism of non-conservative classical dynamics [73–76], which has a Hamiltonian

version. Even if the non-conservative approach proves difficult, the conservative sector of the

dynamics can still be pushed to higher PN order, and the time-evolution of the “constants” imposed

afterwards through order reduction.
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CHAPTER 5

GENERALIZED QUASI-KEPLERIAN SOLUTION FOR ECCENTRIC, NON-SPINNING

COMPACT BINARIES AT 4PN ORDER AND THE ASSOCIATED IMR WAVEFORM

The contents of this chapter can be found at Ref. [77].

5.1 Introduction

The subject of this chapter won’t be the most general BBH system (one with arbitrary masses,

spins and eccentricity). We will specialize to a system with arbitrary masses and eccentricity but

no spins.

It turns out that PN-accurate Keplerian type parametric solution is a key ingredient to

implement GW phasing for eccentric inspirals. Such solutions were presented in Refs. [78] and

[79] at 2PN and 3PN orders, respectively. The solution of Ref. [79] that solves 3PN-accurate

conservative orbital dynamics, detailed in Refs. [80, 81], is crucial to model the inspiral part of

two IMR families, available in Refs. [2, 82]. Further, the Keplerian type parametric solution is also

important to compute GW emission induced secular evolution of the orbital elements [1, 83–85].

This chapter computes 4PN order corrections to the 3PN-accurate generalized quasi-Keplerian

parametric solution of Ref. [79] in the Arnowitt, Deser, and Misner (ADM) coordinates. We

have dropped certain zero-average oscillatory terms from our solution arising due to 4PN tail

effects due to them being relatively unimportant in GW data analysis. It was demonstrated that

the total 4PN-accurate conservative Hamiltonian is the sum of instantaneous (local-in-time) near-

zone Hamiltonian [86] and time-symmetric but nonlocal-in-time tail Hamiltonian [87]. These

instantaneous contributions in the center-of-mass frame are similar in structure to 3PN-accurate

Hamiltonian, as is evident from Eqs. (8.40) and (8.41) of Ref. [86]. Therefore, it is reasonable
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to expect that this part should admit Keplerian type parametric solution. Unfortunately, 4PN

contributions to the time-symmetric but nonlocal-in-time tail Hamiltonian, given by Eq. (8.32) of

Ref. [86], do not support any closed-form exact-in-𝑒𝑡 (𝑒𝑡 stands for an eccentricity) expression.

Instead, we compute the approximate-in-𝑒𝑡 (valid up to 𝑒𝑡 ≲ 0.9), secular dynamics (ignoring the

oscillatory ones) of the tail effect by employing canonical perturbation theory. This is reflected

in corrections to the mean motion and the periastron advance, using Padé-like approximants. We

perform detailed consistency checks to ensure the correctness of our lengthy solution. Further, we

have verified that our local and non-local 4PN order expressions for the rate of periastron advance

is consistent with similar expressions that are present in Refs. [88, 89].

We employ our 4PN order results to obtain an improved version of a restricted class of time-

domain eccentric IMR family, detailed in Ref. [2]. This IMR family invokes PN approximation and

employs temporally evolving quadrupolar order ℎ×,+ associated with compact binaries inspiralling

along 3PN-accurate eccentric orbits while being under the effects of 4.5PN-accurate (or relative

2PN order) GW damping. As for the merger-ringdown part, we implement the approach of Ref. [2]

exactly (as a blackbox), explained in some detail in Sec. 5.3.2. This approach rests on identifying

certain epochs during the inspiral-merger of the binary such as 𝑡blend < 𝑡circ < 𝑡peak. For 𝑡 < 𝑡blend,

PN equations of motion are used and for 𝑡 > 𝑡circ we use the circular merger model (CMM) which is

based on the assumption that the binary is essentially circular for 𝑡 > 𝑡circ. The CMM model is got

via interpolation between circular numerical relativity (NR) waveforms for different 𝑞 (mass ratio)

values. To build the waveform between 𝑡blend and 𝑡circ, a certain ‘blending’ procedure is employed

which just like the CMM model, rests on the ideas of interpolation although of a different nature

than the one employed to construct the CMM model. Ref. [2] used 23 NR simulations (with various

mass ratios and initial eccentricities) as a basis for these interpolations which finally give the CMM

and the blended waveforms.

We adapt the publicly available Mathematica package [90] of Ref. [2] to obtain an updated

eccentric IMR family using our 4PN-order parametric solution which can be found at Ref. [91,

92]. Moreover, we improve their inspiral description in a number of ways which results in a
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computationally more efficient (and higher PN order accurate) implementation of the eccentric

inspiral dynamics of the binary. This includes the use of closed-form expressions to model orbital

time scale variations and an improved way to tackle the PN-accurate Kepler equation (Mikkola

method in conjuction with an ‘auxiliary eccentric anomaly’). We also pursue preliminary data

analysis implications of our approximant to assess the importance of the 4PN order contributions

to the inspiral part.

We expect our IMR waveform to be valid across a slightly larger parameter range than that

for the waveform of Ref. [2], although we have not checked it; see the end of Sec. 5.3 for more

details. Apart from our main IMR Mathematica package, we also present a derived package

which makes use of only the PN equations of motion to produce the waveforms and hence can be

trusted only for the inspiral part. Because this PN package has nothing to do with the CMM, it

should be valid for a much higher range of 𝑒𝑡 (𝑒𝑡 ≲ 0.85) than our main IMR package.

The plan of the chapter is as follows. In Sec. 5.2, we detail the derivation of 4PN order

generalized quasi-Keplerian parametric solution after giving a brief introduction to the approach.

We then discuss how to incorporate the tail effect into it. In Sec. 5.3, we describe how we

employed our parametric solution to develop an accurate and efficient eccentric inspiral waveform

and obtain its IMR version, influenced by Ref. [2]. Some preliminary data analysis explorations

are also discussed. Some of the computational details and lengthy expressions are provided in the

appendices.

Convention: From Sec. 5.3 onwards, 𝑡 denotes the ADM coordinate time, whereas in

Sec. 5.2, it denotes the ADM coordinate time scaled down by a factor of 𝐺𝑀 , with 𝐺 and 𝑀

standing for the gravitational constant and the total mass of the binary; more details below.

5.2 Keplerian type solution at 4PN order

We begin by summarizing Keplerian type parametric solution that describes efficiently the

Newtonian dynamics of point mass binaries in eccentric orbits and its PN-accurate extensions.

These extensions, detailed in Refs. [78, 79, 93, 94], may be referred to as the ‘generalized quasi-
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Keplerian’ parametric solution for describing PN-accurate orbital dynamics of compact binaries

in eccentric orbits. How we derive Keplerian type parametric solution associated with the 4PN-

accurate near-zone local-in-time Hamiltonian H local
4PN , given by Eq. (8.41) of Ref. [86], is detailed

in Sec. 5.2.2.

5.2.1 Keplerian type solution and its 3PN extensions

The classical Keplerian parametric solution provides a semi-analytic description for the

temporal evolution of a point mass binary in non-circular orbits under the influence of Newtonian

dynamics [95]. It other words, it provides a parametric description for the relative separation vector

R ≡ 𝑅(cos 𝜙, sin 𝜙, 0) in the usual center-of-mass reference frame of the binary. These angular

and radial variables describe the position of the reduced mass 𝜇 = 𝑚1 𝑚2/𝑀 around the total mass

𝑀 = 𝑚1 + 𝑚2 (𝑚1 and 𝑚2 being the individual masses). We parametrize 𝑅 and 𝜙 by

𝑟 = 𝑎(1 − 𝑒 cos 𝑢) , (5.1a)

𝜙 − 𝜙0 = 𝑣 ≡ 2 arctan
[(

1 + 𝑒
1 − 𝑒

)1/2
tan

𝑢

2

]
, (5.1b)

where 𝑟 = 𝑅/(𝐺𝑀) and the auxiliary angles 𝑢 and 𝑣 are called eccentric and true anomalies,

respectively. Further, 𝑎 and 𝑒 denote the semi-major axis and orbital eccentricity of the Newtonian

closed orbit of 𝜇 around 𝑀 . The explicit temporal evolution for R is specified by the classical

Kepler equation, namely

𝑙 ≡ 𝑛(𝑡 − 𝑡0) = 𝑢 − 𝑒 sin 𝑢 , (5.2)

where 𝑙 and 𝑛 are usually referred to as the mean anomaly and the mean motion, respectively.

Further, 𝑛 = 2 𝜋/𝑃 with 𝑃 being the orbital period and 𝑡0 and 𝜙0 stand for some initial coordinate

time and initial orbital phase, respectively. We reserve the symbol 𝑡 for the re-scaled coordinate

time 𝑡 = 𝑡′/(𝐺𝑀), where 𝑡′ represents the ADM time coordinate whose unit is seconds. The
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explicit expressions for these orbital elements 𝑎, 𝑒 and 𝑛 are given by

𝑎 =
1

(−2 𝐸) , (5.3a)

𝑒2 = 1 + 2 𝐸 ℎ2 , (5.3b)

𝑛 = (−2 𝐸)3/2 , (5.3c)

where 𝐸 is the orbital energy per unit reduced mass while the reduced angular momentum ℎ is

given by ℎ = 𝐽/(𝐺 𝑀) with 𝐽 being the orbital angular momentum per unit reduced mass. It is

customary to employ 𝐽𝑠 (𝑠𝑒), the Bessel functions of the first kind, to express 𝑢 in terms 𝑙 as [96]

𝑢 = 𝑙 +
∞∑︁
𝑠=1

2
𝑠
𝐽𝑠 (𝑠𝑒) sin(𝑠 𝑙) . (5.4)

Remarkably, it is also possible to find Keplerian type parametric solution to the conservative

orbital dynamics of compact binaries moving in relativistic orbits in the PN approximation. It was

Damour and Deruelle who first proposed certain quasi-Keplerian parametrization to tackle 1PN

accurate orbital dynamics of non-spinning compact binaries [93]. Thereafter, Schäfer and his

collaborators developed the generalized quasi-Keplerian parametric solution to tackle both the 2PN

and 3PN-accurate orbital dynamics of compact binaries [78, 79, 94]. The fully 3PN-accurate

generalized quasi-Keplerian parametrization for a compact binary in an eccentric orbit may be

written as

𝑟 = 𝑎𝑟 (1 − 𝑒𝑟 cos 𝑢) , (5.5a)

𝑙 = 𝑛
(
𝑡′ − 𝑡′0

)
= 𝑢 − 𝑒𝑡 sin 𝑢 +

(𝑔4𝑡

𝑐4 +
𝑔6𝑡

𝑐6

)
(𝑣 − 𝑢)

+
(
𝑓4𝑡

𝑐4 +
𝑓6𝑡

𝑐6

)
sin 𝑣 + 𝑖6𝑡

𝑐6 sin 2 𝑣 + ℎ6𝑡

𝑐6 sin 3 𝑣 , (5.5b)

2 𝜋
Φ
(𝜙 − 𝜙0) = 𝑣 +

(
𝑓4𝜙

𝑐4 +
𝑓6𝜙

𝑐6

)
sin 2𝑣

+
(𝑔4𝜙

𝑐4 +
𝑔6𝜙

𝑐6

)
sin 3𝑣 +

𝑖6𝜙

𝑐6 sin 4𝑣 +
ℎ6𝜙

𝑐6 sin 5𝑣 , (5.5c)

79



where 𝑣 = 2 arctan[
√︁
(1 + 𝑒𝜙)/(1 − 𝑒𝜙) tan(𝑢/2)](see Ref. [79]). A casual comparison of Eqs. (5.5)

with Eqs. (5.1a) and (5.2) reveals that at PN orders there are three different eccentricities which

are denoted by 𝑒𝑟 , 𝑒𝑡 and 𝑒𝜙. These radial, time and angular eccentricity parameters are introduced

to ensure that the resulting PN-accurate parametric solution looks Keplerian at the first post-

Newtonian order (at higher PN orders it gains additional terms as can be seen in Eqs. (5.5)). The

orbital elements 𝑎𝑟 and 𝑛 provide certain PN-accurate semi-major axis and mean motion while

the factor 2 𝜋/Φ gives the angle of advance of the pericenter per orbital revolution. Further,

we have many orbital functions that appear at 2PN and 3PN orders and these are denoted by

𝑔4𝑡 , 𝑔6𝑡 , 𝑓4𝑡 , 𝑓6𝑡 , 𝑖6𝑡 , ℎ6𝑡 , 𝑓4𝜙, 𝑓6𝜙, 𝑔4𝜙, 𝑔6𝜙, 𝑖6𝜙, and ℎ6𝜙. The explicit 3PN-accurate expressions for

these orbital elements and functions in terms of 3PN accurate orbital energy 𝐸 , angular momentum

ℎ and the symmetric mass ratio 𝜂 = 𝜇/𝑀 are provided in Ref. [79]. Additionally, Ref. [97] derived

3PN-accurate extension of Eq. (5.4) thereby providing a closed-form solution of the 3PN Kepler

equation, namely Eq. (5.5b). Further, Ref. [98] provided hyperbolic extension of Eq. (5.5a) to

model PN-accurate GWs from compact binaries in hyperbolic passages. We note in passing that

the 1PN-accurate parametric solution is usually referred to as the quasi-Keplerian parameterization

as it looks functionally similar to its Newtonian counterpart. However, the parametric solutions at

higher PN orders are termed the generalized quasi-Keplerian parameterizations and this is mainly

due to the appearances of PN-accurate orbital functions in the expressions for (𝜙 − 𝜙0) and the

Kepler equation.

These PN-accurate parametric solutions are of definite interest from observational points of

view. For example, the 1PN-accurate Keplerian type parametric solution is crucial to operationalize

the widely employed Damour-Deruelle timing formula to time relativistic binary pulsars [99, 100].

Moreover, the above parametrization is also employed to construct accurate and efficient GW

templates for compact binaries inspiralling along PN-accurate eccentric orbits [101, 102]. Very

recently, the above solution was also invoked to model pulsar timing array residuals induced by

nano-Hz GWs from massive BH binaries in relativistic eccentric orbits [103]. In what follows, we

extend the computations of Ref. [79] to obtain 4PN order Keplerian type parametric solution for
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eccentric compact binaries.

5.2.2 Incorporating local-in-time 4PN Hamiltonian: generalized quasi-Keplerian solution

We employ the local-in-time part of the 4PN accurate ADM Hamiltonian for non-spinning

compact binaries, given by Eq. (8.41) of Ref. [86], for computing 4PN order Keplerian parametric

solution1. This Hamiltonian was crucial to complete the program to derive the 4PN accurate

compact binary dynamics that incorporates all the general relativity based (𝑣/𝑐)8 corrections as

detailed in Ref. [87, 104]. The above Hamiltonian included certain time-symmetric nonlocal-in-

time interactions, which are connected to the dominant order tail effects in the gravitational radiation

reaction [105]. The resulting compact binary dynamics extends the 3PN-accurate conservative

orbital dynamics, presented in Ref. [106], with the help of lengthy 4PN order computations

that employ dimensional regularization and detailed far-zone matching [86, 87, 107, 108]. Very

recently, Ref. [89] provided an independent check for the 4PN-accurate Hamiltonian of Schäfer and

his collaborators by recomputing it within an effective field theory (EFT) approach in harmonic

coordinates. We note that there are independent efforts to obtain 4PN accurate orbital dynamics

using the EFT approach [109, 110] and Fokker action computations [111]. We give below the

local-in-time near-zone 4PN-accurate reduced Hamiltonian in ADM-type coordinates and in the

center-of-mass frame, given by Eq. (8.41) of Ref. [86], as (see footnote 2)

H local
4PN (r, p̂) =

p̂2

2
− 1
𝑟
+ 1
𝑐2H1(r, p̂) +

1
𝑐4H2(r, p̂) +

1
𝑐6H3(r, p̂) +

1
𝑐8H4(r, p̂) , (5.6)

where the explicit expressions for the 1PN, 2PN and 3PN contributions are given in Eq. (7)

of Ref. [79]. This reduced Hamiltonian is connected to the Hamiltonian by H local
4PN (r, p̂) =

𝐻local
4PN (r, p̂)/𝜇. The 4PN order contributions, extracted from Eq. (8.41) of Ref. [86], read

1A masterly treatise on the PN computations for compact binary dynamics in the Hamiltonian approach to general
relativity is available in Ref. [80]
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H4(r, p̂) =
(

7
256
− 63

256
𝜂 + 189

256
𝜂2 − 105

128
𝜂3 + 63

256
𝜂4

)
(p̂2)5

+
{

45
128
(p̂2)4 − 45

16
(p̂2)4 𝜂 +

(
423
64
(p̂2)4 − 3

32
(n · p̂)2(p̂2)3 − 9

64
(n · p̂)4(p̂2)2

)
𝜂2

+
(
−1013

256
(p̂2)4 + 23

64
(n · p̂)2(p̂2)3 + 69

128
(n · p̂)4(p̂2)2 − 5

64
(n · p̂)6(p̂2) + 35

256
(n · p̂)8

)
𝜂3

+
(
− 35

128
(p̂2)4 − 5

32
(n · p̂)2(p̂2)3 − 9

64
(n · p̂)4(p̂2)2 − 5

32
(n · p̂)6p̂2 − 35

128
(n · p̂)8

)
𝜂4

}
1
𝑟

+
{

13
8
(p̂2)3 +

(
−791

64
(p̂2)3 + 49

16
(n · p̂)2(p̂2)2 − 889

192
(n · p̂)4p̂2 + 369

160
(n · p̂)6

)
𝜂

+
(
4857
256
(p̂2)3 − 545

64
(n · p̂)2(p̂2)2 + 9475

768
(n · p̂)4p̂2 − 1151

128
(n · p̂)6

)
𝜂2

+
(
2335
256
(p̂2)3 + 1135

256
(n · p̂)2(p̂2)2 − 1649

768
(n · p̂)4p̂2 + 10353

1280
(n · p̂)6

)
𝜂3

}
1
𝑟2

+
{

105
32
(p̂2)2 +

((
2749𝜋2

8192
− 589189

19200

)
(p̂2)2 +

(
63347
1600

− 1059𝜋2

1024

)
(n · p̂)2p̂2

+
(
375𝜋2

8192
− 23533

1280

)
(n · p̂)4

)
𝜂

+
((

18491𝜋2

16384
− 1189789

28800

)
(p̂2)2 +

(
−127

3
− 4035𝜋2

2048

)
(n · p̂)2p̂2

+
(
57563
1920

− 38655𝜋2

16384

)
(n · p̂)4

)
𝜂2 +

(
−553

128
(p̂2)2 − 225

64
(n · p̂)2p̂2 − 381

128
(n · p̂)4

)
𝜂3

}
1
𝑟3

+
{

105
32

p̂2 +
((

185761
19200

− 21837𝜋2

8192

)
p̂2 +

(
3401779
57600

− 28691𝜋2

24576

)
(n · p̂)2

)
𝜂

+
((

672811
19200

− 158177𝜋2

49152

)
p̂2 +

(
110099𝜋2

49152
− 21827

3840

)
(n · p̂)2

)
𝜂2

}
1
𝑟4

+
{
− 1

16
+

(
6237𝜋2

1024
− 169199

2400

)
𝜂 +

(
7403𝜋2

3072
− 1256

45

)
𝜂2

}
1
𝑟5 . (5.7)
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where r = R/(𝐺𝑀), 𝑟 = |r|, n = r/𝑟 and p̂ = P/𝜇; R and P are the relative separation vector

and its conjugate momentum vector respectively. It is easy to show that the above H(r, p̂) admits

two conserved quantities, namely the 4PN order reduced energy 𝐸 = H local
4PN and the reduced an-

gular momentum Ĵ = r × p̂ of the binary in the center-of-mass frame due to its invariance under

time translations and spatial rotations. These considerations allow us to restrict the motion of our

non-spinning compact binary to a plane and employ polar coordinates such that r = 𝑟 (cos 𝜙, sin 𝜙).

Naturally, the relative motion follows the following differential equations arising from the Hamil-

tonian equations

¤𝑟 = n · 𝜕H
𝜕p̂

, (5.8a)

𝑟2 ¤𝜙 =

����r × 𝜕H𝜕p̂

���� , (5.8b)

where ¤𝑟 = 𝑑𝑟/𝑑𝑡, ¤𝜙 = 𝑑𝜙/𝑑𝑡 . It is convenient to introduce a variable 𝑠 = 1/𝑟 such that the ¤𝑟2

expression at the Newtonian order becomes a quadratic polynomial in 𝑠. In terms of 𝑠, we have

¤𝑟2 = (𝑑𝑠/𝑑𝑡)2/𝑠4 = ¤𝑠2/𝑠4 which leads to a 4PN order expression for ¤𝑠2 in terms of (−2 𝐸), ℎ =

|Ĵ|, 𝜂 and 𝑠. This allows us to obtain PN-accurate expressions for the two turning points of an

eccentric orbit, defined by Eqs. (5.8). Further, we also compute 4PN order differential equation for

𝑑𝜙/𝑑𝑠 = ¤𝜙/¤𝑠 using Eqs. (5.8) to tackle the angular part of our 4PN order Keplerian type parametric

solution.

We first focus on the 4PN order expression for ¤𝑟2 and it turns out to be a 9th degree

polynomial in 𝑠. This expression may be written symbolically as

¤𝑟2 =
1
𝑠4

(
𝑑𝑠

𝑑𝑡

)2
= 𝑎0 + 𝑎1 𝑠 + 𝑎2 𝑠

2 + 𝑎3 𝑠
3 + 𝑎4 𝑠

4 + 𝑎5 𝑠
5

+ 𝑎6 𝑠
6 + 𝑎7 𝑠

7 + 𝑎8 𝑠
8 + 𝑎9 𝑠

9 . (5.9)

The explicit 4PN order contributions to these coefficients are provided in the accompanying Math-

ematica file Lengthy Expressions.nb [91, 92], while their 3PN-accurate contributions are
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available as Eqs. (A1) in Ref. [79]. Further, the coefficients 𝑎8 and 𝑎9 contain only 4PN order

contributions. To obtain parametric solution to Eq. (5.9), we need to follow a couple of steps.

First, we compute the two positive roots of the RHS of Eq. (5.9) having finite limits as 1/𝑐 → 0

by demanding ¤𝑟2 = 0 (other roots are pushed to ±∞ in this limit). We label these 4PN order roots

as 𝑠− (pericenter) and 𝑠+ (apocenter). They correspond to the turning points of our PN-accurate

eccentric orbits and are functions of 𝐸 , ℎ and 𝜂. For illustration, we display below their 1PN

accurate expressions

𝑠± =
1 ±
√

1 + 2 ℎ2 𝐸

ℎ2

∓ 1
𝑐2

(
1 ±
√

1 + 2 ℎ2 𝐸
)2 [
−𝜂 − 9 ± 2 (𝜂 − 7)

√
1 + 2 ℎ2 𝐸 + (3𝜂 − 1)

(
1 + 2 ℎ2 𝐸

) ]
8 ℎ4
√

1 + 2 ℎ2 𝐸
. (5.10)

The explicit 4PN order expressions for these two roots are available in the accompanying Mathe-

matica notebook Lengthy Expressions.nb [91, 92]. We now parametrize the 4PN order radial

motion with the help of the following ansatz:

𝑟 = 𝑎𝑟 (1 − 𝑒𝑟 cos 𝑢), (5.11)

where 𝑎𝑟 and 𝑒𝑟 are some 4PN order semi-major axis and radial eccentricity, respectively. This

ansatz allows us to express both 𝑎𝑟 and 𝑒𝑟 in terms of 𝑠− and 𝑠+ as

𝑎𝑟 =
1
2
𝑠− + 𝑠+
𝑠− 𝑠+

, 𝑒𝑟 =
𝑠− − 𝑠+
𝑠− + 𝑠+

. (5.12)

This leads in a straightforward manner to the 4PN order expressions for 𝑎𝑟 and 𝑒2
𝑟 in terms of 𝐸, ℎ

and 𝜂.

We now move on to obtain an integral connecting 𝑡 and 𝑠 after factorizing the above

(𝑑𝑠/𝑑𝑡)2/𝑠4 expression using 4PN order 𝑠− and 𝑠+ expressions. The resulting 4PN order integral
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may be written as

𝑡 − 𝑡0 =

∫ 𝑠−

𝑠

𝐴0 + 𝐴1𝑠 + 𝐴2𝑠
2 + 𝐴3𝑠

3 + 𝐴4𝑠
4 + 𝐴5𝑠

5 + 𝐴6𝑠
6 + 𝐴7𝑠

7√︁
(𝑠− − 𝑠) (𝑠 − 𝑠+) 𝑠2

𝑑𝑠 , (5.13)

and how we obtain the above integral from our PN-accuate expression for 𝑑𝑠/𝑑𝑡 is explained

in Appendix A of Ref. [112]. Additionally, we gather from the structure of the expressions of

(𝑑𝑠/𝑑𝑡)2, 𝑠− and 𝑠+ that the coefficients 𝐴𝑖 (with 𝑖 = 1, .., 7) should be some PN-accurate functions

of 𝐸, ℎ and 𝜂. We now compute the radial orbital period as the value of the above integral between

𝑠− and 𝑠+, multiplied by two. In other words, 4PN order expression for the radial period reads

𝑃 = 2
∫ 𝑠−

𝑠+

𝐴0 + 𝐴1𝑠 + 𝐴2𝑠
2 + 𝐴3𝑠

3 + 𝐴4𝑠
4 + 𝐴5𝑠

5 + 𝐴6𝑠
6 + 𝐴7𝑠

7√︁
(𝑠− − 𝑠) (𝑠 − 𝑠+) 𝑠2

𝑑𝑠 . (5.14)

The explicit expression for 𝑃 will be displayed when we present 4PN order Keplerian type solution.

Note that PN-accurate mean motion 𝑛 = 2 𝜋/𝑃.

We now have all the necessary ingredients to obtain the 4PN order Kepler equation. This

requires us to express the mean anomaly 𝑙 ≡ 𝑛(𝑡 − 𝑡0) as a function of eccentric anomaly 𝑢 with the

help of our Eqs. (5.13) and (5.14) while employing our parametric equation for 𝑟 = 𝑎𝑟 (1−𝑒𝑟 cos 𝑢).

It is convenient to introduce an auxiliary variable 𝑣̃ = 2 arctan[
√︁
(1 + 𝑒𝑟)/(1 − 𝑒𝑟) tan(𝑢/2)] and

with the help of a few trigonometric relations involving 𝑣̃, we obtain the following provisional

parametrization for 𝑙 as

𝑙 ≡ 𝑛 (𝑡 − 𝑡0) = 𝑢 + 𝜅0 sin 𝑢 + 𝜅1

𝑐4 (𝑣̃ − 𝑢) +
𝜅2

𝑐4 sin 𝑣̃

+ 𝜅3

𝑐6 sin 2𝑣̃ + 𝜅4

𝑐6 sin 3𝑣̃ + 𝜅5

𝑐8 sin 4𝑣̃ + 𝜅6

𝑐8 sin 5𝑣̃ . (5.15)

The steps required to obtain the above expression from Eq. (5.13) are sketched in the Appendix B of

Ref. [79]. Note that these 𝜅𝑖 coefficients are some PN accurate functions of 𝐸, ℎ and 𝜂 and they can

be had from the accompanying Mathematica notebook Lengthy Expressions.nb [91, 92] and

some details of the underlying computations are provided in Appendices A and B of Ref. [112]. We
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treat the above expression as a provisional one as it contains 1PN order corrections to the classical

Kepler equation due to the presence of PN accurate 𝜅0 expression that multiplies sin 𝑢. Recall that

there exists 1PN-accurate Kepler equation that is structurally similar (by “structurally similar” we

mean having no explicit 1PN additive correction terms) to the classical Kepler equation, obtained

by invoking certain conchoidal transformation [93]. It will be desirable to keep such a structure

while computing 4PN order Kepler equation and this will be taken up later.

We move on to tackle the angular part by first computing our 4PN order expression for 𝑑𝜙/𝑑𝑠

with the help of 𝑑𝜙/𝑑𝑠 = ¤𝜙/¤𝑠, where ¤𝜙 expression arises from the usual Hamiltonian equations of

motion. Influenced by our approach to tackle the radial motion, we obtain an expression for 𝑑𝜙/𝑑𝑠

which involves a similar factorization based on 𝑠+ and 𝑠− as in Eqs. (5.13) and (5.14). The resulting

expression may be written as

𝑑𝜙

𝑑𝑠
=
𝐵0 + 𝐵1 𝑠 + 𝐵2 𝑠

2 + 𝐵3 𝑠
3 + 𝐵4 𝑠

4 + 𝐵5 𝑠
5 + 𝐵6 𝑠

6 + 𝐵7 𝑠
7√︁

(𝑠− − 𝑠) (𝑠 − 𝑠+)
(5.16)

where the coefficients 𝐵𝑖 (𝑖 = 1, ..., 7), as expected, are some 4PN order functions of 𝐸, ℎ and

𝜂 (the explicit expressions for these coefficients are listed in the accompanying Mathematica

notebook). Additionally, we sketch how to obtain 1PN-accurate 𝑑𝜙/𝑑𝑠 expression from ¤𝜙 and

𝑑𝑡/𝑑𝑠 in Appendix A of [112]. The above equation also allows us to compute the amount by which

periastron (or pericenter) advances during the above computed 4PN order radial period 𝑃. This is

obtained by integrating the above equation between our 4PN order roots 𝑠+ and 𝑠− and multiplying

the result by two. In other words, the amount of periastron advance during one radial period is

Φ = 2
∫ 𝑠−

𝑠+

𝐵0 + 𝐵1𝑠 + 𝐵2𝑠
2 + 𝐵3𝑠

3 + 𝐵4𝑠
4 + 𝐵5 𝑠

5 + 𝐵6 𝑠
6 + 𝐵7 𝑠

7√︁
(𝑠− − 𝑠) (𝑠 − 𝑠+)

𝑑𝑠 . (5.17)

It should be obvious that the resulting 4PN order Φ expression depends on 𝐸, ℎ and 𝜂 and we have

verified that our expression is consistent with Eq. (20-k) in Ref. [79]. We now invoke 4PN order

expressions forΦ (got by evaluating the integral in Eq. (5.17)) and 𝑑𝜙/𝑑𝑠 to obtain (𝜙−𝜙0)×(2 𝜋/Φ)
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which we symbolically write as

2 𝜋
Φ
× (𝜙 − 𝜙0) =

∫ 𝑠−

𝑠

𝐵′0 + 𝐵1𝑠 + 𝐵′2𝑠
2 + 𝐵′3𝑠

3 + 𝐵′4𝑠
4 + 𝐵′5𝑠

5 + 𝐵′6𝑠
6 + 𝐵′7 𝑠

7√︁
(𝑠− − 𝑠) (𝑠 − 𝑠+)

𝑑𝑠 , (5.18)

where the primed 𝐵′
𝑖

coefficients are got from the unprimed 𝐵𝑖’s. It is possible to evaluate the

above integral with the help of certain trigonometric relations and steps as detailed in Appendix B

of Ref. [112]. This results in the following provisional parametric expression for the 4PN order

angular motion

2 𝜋
Φ
(𝜙 − 𝜙0) = 𝑣̃ +

𝜆1

𝑐2 sin 𝑣̃ + 𝜆2

𝑐4 sin 2𝑣̃ + 𝜆3

𝑐4 sin 3𝑣̃

+ 𝜆4

𝑐6 sin 4𝑣̃ + 𝜆5

𝑐6 sin 5𝑣̃ + 𝜆6

𝑐8 sin 6𝑣̃ + 𝜆7

𝑐8 sin 7𝑣̃ , (5.19)

where 𝜆𝑖 are some PN accurate functions, expressible in terms of 𝐸, ℎ and 𝜂.

Following Ref. [79], we obtain our final parametrization for 𝑙 and 𝜙 equations with the

help of some true anomaly variable 𝑣 = 2 arctan[
√︁
(1 + 𝑒𝜙)/(1 − 𝑒𝜙) tan(𝑢/2)] that involves a new

angular eccentricity parameter 𝑒𝜙. The plan is to write Eq. (5.19) in terms of 𝑣 rather than 𝑣̃ so that

there are no explicit, additive 1/𝑐2 corrections, while allowing 𝑒𝜙 to differ from 𝑒𝑟 by some yet to

be determined PN corrections. It is possible to write our 𝑣̃ in terms of 𝑣

𝑣̃ = 𝑣 + 𝑦

𝑐2 sin 𝑣 + 𝑦2

4𝑐4 (−2 sin 𝑣 + sin 2𝑣)

+ 𝑦3

12𝑐6 (3 sin 𝑣 − 3 sin 2𝑣 + sin 3𝑣)

+ 𝑦4

32𝑐8 (−4 sin 𝑣 + 6 sin 2𝑣 − 4 sin 3𝑣 + sin 4𝑣) (5.20)

where 𝑦 connects 𝑒𝜙 and 𝑒𝑟 to 4PN order and it is natural to introduce 𝑦 such that

𝑦 =

√︁
(1 + 𝑒𝑟)/(1 − 𝑒𝑟)√︁
(1 + 𝑒𝜙)/(1 − 𝑒𝜙)

− 1. (5.21)
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We now express 2 𝜋 (𝜙 − 𝜙0) /Φ, given by Eq. (5.19), in terms of 𝑣 and demand that there are no

sin 𝑣 terms up to 4PN order. This requirement uniquely determines 𝑦 as a PN series which connects

𝑒𝜙 to 𝑒𝑟 . For example, the dominant 1PN contribution of 𝑦 may be written as

𝑦 = −𝜂
√

1 + 2 𝐸 ℎ2

2 𝑐2 ℎ2 + O
(

1
𝑐4

)
. (5.22)

It should be noted that we imposed such a restriction because 1PN-accurate parametric solution,

derived in Ref. [93], supported a Keplerian like parametrization for the angular part with the help

of 𝑣. This leads to the following parametric solution for the angular motion while incorporating

4PN order contributions:

2 𝜋
Φ
(𝜙 − 𝜙0) = 𝑣 +

(
𝑓4𝜙

𝑐4 +
𝑓6𝜙

𝑐6 +
𝑓8𝜙

𝑐8

)
sin 2𝑣 +

(𝑔4𝜙

𝑐4 +
𝑔6𝜙

𝑐6 +
𝑔8𝜙

𝑐8

)
sin 3𝑣

+
(
𝑖6𝜙

𝑐6 +
𝑖8𝜙

𝑐8

)
sin 4𝑣 +

(
ℎ6𝜙

𝑐6 +
ℎ8𝜙

𝑐8

)
sin 5𝑣 +

𝑘8𝜙

𝑐8 sin 6 𝑣 +
𝑗8𝜙

𝑐8 sin 7 𝑣 , (5.23)

where 𝑣 = 2 arctan[
√︁
(1 + 𝑒𝜙)/(1 − 𝑒𝜙) tan(𝑢/2)]. Interestingly, the contributions at 2PN, 3PN

and 4PN orders are supplemented by other trigonometric functions of 𝑣 and this is why we term the

resulting solution as the generalized quasi-Keplerian parametric solution. We will display shortly

the explicit 4PN order expressions for these orbital elements and functions.

We now move to finalize the provisional expression for our 4PN order Kepler equation,

given by Eq. (5.15). The idea is to express 𝑣̃ in terms of 𝑣 with the help of the above listed

PN-accurate relation of Eq. (5.20). This leads to the following Kepler equation that includes 4PN

order contributions in terms of 𝑢, 𝑒𝑡 , 𝑣(𝑢) and its trigonometric functions as

𝑙 = 𝑛 (𝑡 − 𝑡0) = 𝑢 − 𝑒𝑡 sin 𝑢 +
(𝑔4𝑡

𝑐4 +
𝑔6𝑡

𝑐6 +
𝑔8𝑡

𝑐8

)
(𝑣 − 𝑢) +

(
𝑓4𝑡

𝑐4 +
𝑓6𝑡

𝑐6 +
𝑓8𝑡

𝑐8

)
sin 𝑣

+
(
𝑖6𝑡

𝑐6 +
𝑖8𝑡

𝑐8

)
sin 2 𝑣 +

(
ℎ6𝑡

𝑐6 +
ℎ8𝑡

𝑐8

)
sin 3 𝑣 + 𝑘8𝑡

𝑐8 sin 4 𝑣 + 𝑗8𝑡
𝑐8 sin 5 𝑣 . (5.24)

The PN accurate expressions for 𝑛, 𝑒𝑡 and the orbital functions appearing in the above PN-accurate
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Kepler equation will be listed below.

We now have all the parts to display, in its entirety, the fourth post-Newtonian order gener-

alized quasi-Keplerian parametrization for an eccentric compact binary in ADM-type coordinates

as

𝑟 = 𝑎𝑟 (1 − 𝑒𝑟 cos 𝑢) , (5.25)

𝑙 = 𝑛 (𝑡 − 𝑡0) = 𝑢 − 𝑒𝑡 sin 𝑢 +
(𝑔4𝑡

𝑐4 +
𝑔6𝑡

𝑐6 +
𝑔8𝑡

𝑐8

)
(𝑣 − 𝑢) +

(
𝑓4𝑡

𝑐4 +
𝑓6𝑡

𝑐6 +
𝑓8𝑡

𝑐8

)
sin 𝑣

+
(
𝑖6𝑡

𝑐6 +
𝑖8𝑡

𝑐8

)
sin 2 𝑣 +

(
ℎ6𝑡

𝑐6 +
ℎ8𝑡

𝑐8

)
sin 3 𝑣 + 𝑘8𝑡

𝑐8 sin 4 𝑣 + 𝑗8𝑡
𝑐8 sin 5 𝑣 , (5.26)

2 𝜋
Φ
(𝜙 − 𝜙0) = 𝑣 +

(
𝑓4𝜙

𝑐4 +
𝑓6𝜙

𝑐6 +
𝑓8𝜙

𝑐8

)
sin 2𝑣 +

(𝑔4𝜙

𝑐4 +
𝑔6𝜙

𝑐6 +
𝑔8𝜙

𝑐8

)
sin 3𝑣

+
(
𝑖6𝜙

𝑐6 +
𝑖8𝜙

𝑐8

)
sin 4𝑣 +

(
ℎ6𝜙

𝑐6 +
ℎ8𝜙

𝑐8

)
sin 5𝑣 +

𝑘8𝜙

𝑐8 sin 6 𝑣 +
𝑗8𝜙

𝑐8 sin 7 𝑣 , (5.27)

where 𝑣 = 2 arctan[
√︁
(1 + 𝑒𝜙)/(1 − 𝑒𝜙) tan(𝑢/2)]. The 4PN order expressions for the orbital

elements 𝑎𝑟 , 𝑛,Φ, and the post-Newtonian orbital functions that appear at 2PN, 3PN and 4PN

orders in terms of the conserved quantities:

𝑎𝑟 =
1

(−2 𝐸)

{
1 + (−2 𝐸)

4 𝑐2 (−7 + 𝜂) + (−2 𝐸)2

16𝑐4

[
(1 + 10 𝜂 + 𝜂2)

+ 1
(−2 𝐸 ℎ2)

(−68 + 44 𝜂)
]
+ (−2 𝐸)3

192 𝑐6

[
3 − 9 𝜂 − 6 𝜂2

+3 𝜂3 + 1
(−2 𝐸 ℎ2)

(
864 +

(
−3 𝜋2 − 2212

)
𝜂 + 432 𝜂2

)
+ 1
(−2 𝐸 ℎ2)2

(
−6432 +

(
13488 − 240 𝜋2

)
𝜂 − 768 𝜂2

)]
+ (−2 𝐸)4

3686400 𝑐8

[
14400 − 57600 𝜂 + 28800 𝜂2 − 158400 𝜂3 + 14400 𝜂4

+ 1
(−2 𝐸 ℎ2)

(
−4147200 + (−38071488 + 1280250𝜋2) 𝜂

+
(
19038208 + 4030875 𝜋2

)
𝜂2 + 4262400 𝜂3

)
+ 1
(−2 𝐸 ℎ2)2

(
316800000 +

(
−661398528 + 21132000𝜋2

)
𝜂
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+
(
363371776 − 26908200𝜋2

)
𝜂2 − 20160000 𝜂3

)
+ 1
(−2 𝐸 ℎ2)3

(
−1228492800 +

(
2644664832 − 59785200 𝜋2

)
𝜂

+
(
−826707456 + 34613400 𝜋2

)
𝜂2 + 13824000 𝜂3

)]}
, (5.28a)

𝑛 = (−2 𝐸)3/2
{
1 + (−2 𝐸)

8 𝑐2 (−15 + 𝜂) + (−2 𝐸)2

128𝑐4

[
555 + 30 𝜂

+11 𝜂2 + 192√︁
(−2 𝐸 ℎ2)

(−5 + 2 𝜂)
]
+ (−2 𝐸)3

3072 𝑐6

[
−29385

−4995 𝜂 − 315 𝜂2 + 135 𝜂3 − 16
(−2 𝐸 ℎ2)3/2

(
10080 + 123 𝜂 𝜋2

−13952 𝜂 + 1440 𝜂2
)
+ 5760√︁
(−2 𝐸 ℎ2)

(
17 − 9 𝜂 + 2 𝜂2

)]
+ (−2 𝐸)4

1474560 𝑐8

[
3317760 (−5 + 2 𝜂)2

−2 𝐸 ℎ2 + 138240√︁
(−2 𝐸 ℎ2)

×
(
−1125 + 550 𝜂 − 175 𝜂2 + 38 𝜂3

)
+ 135

(
232881

+65300 𝜂 + 4070 𝜂2 − 460 𝜂3 + 241 𝜂4
)

− 80
(−2 𝐸 ℎ2)3/2

(
−5443200 +

(
10467328 − 150987𝜋2

)
𝜂

+
(
−3959808 + 32472𝜋2

)
𝜂2 + 311040 𝜂3

)
+ 48
(−2 𝐸 ℎ2)5/2

(
−17297280 +

(
37556864 − 771585 𝜋2

)
𝜂

+
(
−13464960 + 236160 𝜋2

)
𝜂2 + 403200 𝜂3

)]}
, (5.28b)

𝑔4 𝑡 =
3 (−2 𝐸)2

2

{
5 − 2 𝜂√︁
(−2 𝐸 ℎ2)

}
, (5.28c)

𝑔6 𝑡 =
(−2 𝐸)3

192

{
1

(−2 𝐸 ℎ2)3/2

(
10080 + 123 𝜂 𝜋2 − 13952 𝜂

+1440 𝜂2
)
+ 1√︁
(−2 𝐸 ℎ2)

(
−3420 + 1980 𝜂 − 648 𝜂2

)}
, (5.28d)

𝑔8 𝑡 = − (−2 𝐸)4

92160

{
3

(−2 𝐸 ℎ2)5/2

(
− 17297280 +

(
37556864

−771585𝜋2)𝜂 + 1920
(
−7013 + 123 𝜋2

)
𝜂2 + 403200𝜂3

)
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− 5
(−2 𝐸 ℎ2)3/2

(
− 3628800 +

(
7835008 − 128847𝜋2

)
𝜂

+36
(
−98144 + 861𝜋2

)
𝜂2 + 293760𝜂3

)
+ 207360
(−2 𝐸 ℎ2)

(5 − 2 𝜂)2

+ 1080√︁
(−2 𝐸 ℎ2)

(−3375 + 1600𝜂 − 755𝜂2 + 246𝜂3)
}
, (5.28e)

𝑓4 𝑡 = −1
8
(−2 𝐸)2√︁
(−2 𝐸 ℎ2)

{
(4 + 𝜂) 𝜂

√︁
(1 + 2 𝐸 ℎ2)

}
, (5.28f)

𝑓6 𝑡 =
(−2 𝐸)3

192

{
1

(−2 𝐸 ℎ2)3/2
1

√
1 + 2 𝐸 ℎ2

(
1728 − 4148 𝜂 + 3 𝜂 𝜋2

+600 𝜂2 + 33 𝜂3
)
+ 3

√︁
(−2 𝐸 ℎ2)√︁
(1 + 2 𝐸 ℎ2)

𝜂

(
−64 − 4 𝜂 + 23 𝜂2

)
+ 1√︁
(−2 𝐸 ℎ2) (1 + 2 𝐸 ℎ2)

(
−1728 + 4232 𝜂 − 3 𝜂 𝜋2

−627 𝜂2 − 105 𝜂3
)}
, (5.28g)

𝑓8 𝑡 = − (−2 𝐸)4
14745600

(−2 𝐸 ℎ2)3/2

(1 + 2 𝐸 ℎ2)3/2

{
7200 𝜂

(
4672 + 912 𝜂

−303 𝜂2 + 902 𝜂3) + 2764800√︁
(−2 𝐸 ℎ2)

𝜂 (4 + 𝜂) (−5 + 2𝜂)

+ 1
(−2 𝐸 ℎ2)

(
331776000 + 1350

(
−919776 + 2377𝜋2

)
𝜂

+
(
568404992 + 2468925𝜋2

)
𝜂2 − 94248000𝜂3 − 16128000𝜂4

)
− 5529600
(−2 𝐸 ℎ2)3/2

𝜂 (4 + 𝜂) (−5 + 2𝜂)

+ 1
(−2 𝐸 ℎ2)2

(
−2226585600 +

(
10348301504 − 252478050𝜋2

)
𝜂

+9
(
−614377024 + 9064225𝜋2

)
𝜂2 + 383328000𝜂3 + 10411200𝜂4

)
+ 2764800
(−2 𝐸 ℎ2)5/2

𝜂

(
−20 + 3𝜂 + 2𝜂2

)
+ 1
(−2 𝐸 ℎ2)3

(
3607142400 + 2

(
−8729633504 + 247794225 𝜋2

)
𝜂

+
(
9340505856 − 170534025 𝜋2

)
𝜂2 − 471441600 𝜂3 + 1152000 𝜂4

)
+ 1
(−2 𝐸 ℎ2)4

(
−1712332800 +

(
8314359104 − 246319350𝜋2

)
𝜂
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+
(
−4388287232 + 86487075𝜋2

)
𝜂2 + 184226400𝜂3 − 1944000𝜂4

)}
, (5.28h)

ℎ6 𝑡 =
(−2 𝐸)3

32
𝜂

{
(1 + 2 𝐸 ℎ2)
(−2 𝐸 ℎ2)3/2

(
23 + 12 𝜂 + 6 𝜂2

)}
, (5.28i)

ℎ8 𝑡 =
(−2 𝐸)4

921600

{
− 300
√
−2 𝐸 ℎ2

𝜂

(
−8904 + 12207𝜂 + 2356𝜂2 + 864𝜂3

)
+ 1
(−2 𝐸 ℎ2)3/2

(
−1857600 +

(
10986256 − 1072425𝜋2

)
𝜂

+
(
−38708632 + 3152775𝜋2

)
𝜂2 + 4891200𝜂3 + 176400𝜂4

)
+ 1
(−2 𝐸 ℎ2)5/2

(
1857600 +

(
−12167056 + 1072425𝜋2

)
𝜂

+
(
43313932 − 3152775𝜋2

)
𝜂2 − 3709200𝜂3 + 126000𝜂4

)}
, (5.28j)

𝑖6 𝑡 =
13 (−2 𝐸)3

192
𝜂3

(
1 + 2 𝐸 ℎ2

−2 𝐸 ℎ2

)3/2
, (5.28k)

𝑖8 𝑡 =
(−2 𝐸)4

14745600

(
1 + 2 𝐸 ℎ2

−2 𝐸 ℎ2

)1/2
𝜂

{
−3600 𝜂2 (−839 + 526 𝜂)

+ 1
(−2 𝐸 ℎ2)

(
6

(
−9586592 + 405075 𝜋2

)
+5

(
−21746432 + 2673315 𝜋2

)
𝜂 + 23416800 𝜂2 + 1368000 𝜂3

)
+ 1
(−2 𝐸 ℎ2)2

(
57519552 − 2430450 𝜋2

+
(
108732160 − 13366575 𝜋2

)
𝜂 − 23067600 𝜂2 + 900000 𝜂3

)}
, (5.28l)

𝑘8 𝑡 = − (−2 𝐸)3/2 𝜂 (150𝜂3 + 2444𝜂2 − 3303𝜂 + 516) (1 + 2 𝐸 ℎ2)2

6144ℎ5 , (5.28m)

𝑗8 𝑡 = −
(−2 𝐸)3/2𝜂3(66𝜂 − 25)

(
1 + 2 𝐸 ℎ2)5/2

4096ℎ5 , (5.28n)

Φ = 2 𝜋
{
1 + 3

𝑐2ℎ2 +
(−2 𝐸)2

4 𝑐4

[
3

(−2 𝐸 ℎ2)
(−5 + 2 𝜂)

+ 15
(−2 𝐸 ℎ2)2

(7 − 2 𝜂)
]
+ (−2 𝐸)3

128 𝑐6

[
24

(−2 𝐸 ℎ2)
(5 − 5𝜂

+4𝜂2) − 1
(−2 𝐸 ℎ2)2

(
10080 − 13952 𝜂 + 123 𝜂 𝜋2 + 1440 𝜂2

)
+ 5
(−2 𝐸 ℎ2)3

(
7392 − 8000 𝜂 + 123 𝜂 𝜋2 + 336 𝜂2

)]
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− (−2 𝐸)4
73728 𝑐8

1
(−2 𝐸 ℎ2)

[
−6912 𝜂2 (−5 + 4𝜂)

+ 3
(−2 𝐸 ℎ2)

(
−1814400 +

(
5202688 − 106707𝜋2

)
𝜂

+240
(
−12944 + 123𝜋2

)
𝜂2 + 276480𝜂3

)
− 6
(−2 𝐸 ℎ2)2

(
−17297280 +

(
37556864 − 771585𝜋2

)
𝜂

+1920
(
−7013 + 123𝜋2

)
𝜂2 + 403200𝜂3

)]
+ 7
(−2 𝐸 ℎ2)3

(
−37065600 +

(
63502592 − 1275315𝜋2

)
𝜂

+2400
(
−6056 + 123𝜋2

)
𝜂2 + 207360𝜂3

)]}
, (5.28o)

𝑓4 𝜙 =
(−2 𝐸)2

8
(1 + 2 𝐸 ℎ2)
(−2 𝐸 ℎ2)2

𝜂 (1 − 3 𝜂) , (5.28p)

𝑓6 𝜙 =
(−2 𝐸)3

256

{
4 𝜂

(−2 𝐸 ℎ2)

(
−11 − 40 𝜂 + 24 𝜂2

)
+ 1
(−2 𝐸 ℎ2)2

(
−256 + 1192 𝜂 − 49 𝜂 𝜋2 + 336 𝜂2 − 80 𝜂3

)
+ 1
(−2 𝐸 ℎ2)3

(
256 + 49 𝜂 𝜋2 − 1076 𝜂 − 384 𝜂2 − 40 𝜂3

)}
, (5.28q)

𝑓8 𝜙 =
(−2 𝐸)4

7372800

{
900 𝜂
(−2 𝐸 ℎ2)

(
6844 − 13989𝜂 − 1530𝜂2 + 1888𝜂3

)
+ 1
(−2 𝐸 ℎ2)2

(
9273600 + 2

(
−303923464 + 7907025𝜋2

)
𝜂

+
(
567130588 + 8219475𝜋2

)
𝜂2 − 26411400𝜂3 + 1180800𝜂4

)
− 2
(−2 𝐸 ℎ2)3

(
84844800 + 10

(
−149381636 + 4263405𝜋2

)
𝜂

−19
(
−67975466 + 173325𝜋2

)
𝜂2 − 54814500𝜂3 + 2980800𝜂4

)
1

(−2 𝐸 ℎ2)4

(
177004800 +

(
−2446310192 + 72629250𝜋2

)
𝜂

−15
(
−132716108 + 963535𝜋2

)
𝜂2 − 86679000𝜂3 + 1929600𝜂4

)}
, (5.28r)

𝑔4 𝜙 = −3(−2 𝐸)2

32
𝜂2

(−2 𝐸 ℎ2)2
(1 + 2 𝐸 ℎ2)3/2 , (5.28s)
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𝑔6 𝜙 =
(−2 𝐸)3

768
√︁
(1 + 2 𝐸 ℎ2)

{
− 3
(−2 𝐸 ℎ2)

𝜂2 (9 − 26 𝜂)

− 1
(−2 𝐸 ℎ2)2

𝜂

(
220 + 3 𝜋2 + 312 𝜂 + 150 𝜂2

)
+ 1
(−2 𝐸 ℎ2)3

𝜂

(
220 + 3 𝜋2 + 96 𝜂 + 45 𝜂2

) }
, (5.28t)

𝑔8 𝜙 =
(−2 𝐸)4

176947200
1√︁

(1 + 2 𝐸 ℎ2)

{
− 10800𝜂2

(
36 − 95𝜂 + 1226𝜂2

)
+ 3 𝜂
(−2 𝐸 ℎ2)

(
−404533824 + 5453550𝜋2

+
(
731023360 + 381825 𝜋2

)
𝜂 − 115070400 𝜂2 − 9129600 𝜂3

)
+ 1
(−2 𝐸 ℎ2)2

(
44236800 + 2

(
−6842155424 + 127907475𝜋2

)
𝜂

−87
(
−253902848 + 3210525 𝜋2

)
𝜂2

−2262477600 𝜂3 + 39096000 𝜂4
)

+ 1
(−2 𝐸 ℎ2)3

(
−88473600 +

(
23556745280 − 464880750 𝜋2

)
𝜂

+
(
−37649997312 + 561808575 𝜋2

)
𝜂2

+3436488000𝜂3 − 103766400 𝜂4
)

+ 1
(−2 𝐸 ℎ2)4

(
44236800 +

(
−11086035904 + 225426450𝜋2

)
𝜂

+
(
17722415616 − 281347425𝜋2

)
𝜂2

−1527246000𝜂3 + 50133600𝜂4
)}
, (5.28u)

𝑖6 𝜙 =
(−2 𝐸)3

128
(1 + 2 𝐸 ℎ2)2

(−2 𝐸 ℎ2)3
𝜂

(
5 + 28 𝜂 + 10 𝜂2

)
, (5.28v)

𝑖8 𝜙 =
(−2 𝐸)4

14745600

√︁
(1 + 2 𝐸 ℎ2)
(−2 𝐸 ℎ2)2

{
−7200

(
440 − 1330𝜂 + 700𝜂2 + 173𝜂3

)
+ 1
(−2 𝐸 ℎ2)

(
175308224 + 1767300𝜋2

+
(
−407514720 − 9062175𝜋2

)
𝜂 + 70257600𝜂2 − 1713600𝜂3

)
+ 1
(−2 𝐸 ℎ2)2

(
−169548224 + 1767300𝜋2
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+
(
412741920 − 9062175𝜋2

)
𝜂 − 58420800𝜂2 + 3535200𝜂3

)}
, (5.28w)

ℎ6 𝜙 =
5 (−2 𝐸)3

256
𝜂3

(−2 𝐸 ℎ2)3
(1 + 2 𝐸 ℎ2)5/2 , (5.28x)

ℎ8 𝜙 =
(−2 𝐸)4
6553600

𝜂

(−2 𝐸 ℎ2)2
(1 + 2 𝐸 ℎ2)3/2

{
78000𝜂2

−172000𝜂3 + 1
(−2 𝐸 ℎ2)

(
8273856 + 11250𝜋2

+
(
−24254464 − 579825𝜋2

)
𝜂 + 7604000𝜂2 − 238400𝜂3

)
+ 1
(−2 𝐸 ℎ2)2

(
−8273856 + 11250𝜋2

+
(
24254464 − 579825𝜋2

)
𝜂 − 6962000 𝜂2 + 490400 𝜂3

)}
, (5.28y)

𝑘8 𝜙 = −
𝜂

(
150𝜂3 + 4154𝜂2 − 5755𝜂 + 1476

) (
1 + 2 𝐸 ℎ2)3

24576 ℎ8 , (5.28z)

𝑗8 𝜙 = −
35(2𝜂 − 1) 𝜂3 (

1 + 2 𝐸 ℎ2)7/2

16384 ℎ8 . (5.29a)

Appendix C of Ref. [112] provides the explicit expressions for 𝑒𝑡 and 4PN-order relations that

connect 𝑒𝑟 and 𝑒𝜙 to 𝑒𝑡 . This is influenced by the GW phasing approach that usually employs the

time eccentricity to characterize PN-accurate eccentric orbits. Borrowing from Ref. [101], we refer

to as ‘phasing’, the task of specifying the time dependencies 𝑟 (𝑡), ¤𝑟 (𝑡), 𝜙(𝑡) and ¤𝜙(𝑡).

Clearly, it is important to go through a consistency check in order to ensure the correctness

of these lengthy expressions for the 4PN order orbital elements and functions. The plan is to adapt

two consistency checks, detailed in Ref. [79]. This requires us to express PN-accurate expressions

for ¤𝑟2 and ¤𝜙2, derived using the Hamiltonian equations of motion and given by Eqs. (5.8), in terms

of 𝐸, ℎ, 𝜂 and (1−𝑒𝑟 cos 𝑢) while using the fact that 𝑟 = 𝑎𝑟 (1−𝑒𝑟 cos 𝑢). Note that the expressions

for 𝑎𝑟 and 𝑒2
𝑟 were obtained from the PN accurate roots 𝑠− and 𝑠+, and therefore, do not involve

any of our complicated integrals. In the first part of our check, we compare such an expression
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with the one that explicitly employed our parametric solution, namely ¤𝑟2 = (𝑑𝑟/𝑑𝑢 × 𝑑𝑢/𝑑𝑡)2.

This expression for ¤𝑟2 is found to be in full agreement with our earlier ¤𝑟2 expression up to 4PN

order after some elaborate simplifications. Thereafter, we performed a similar check on the angular

part by computing ¤𝜙2 = (𝑑𝜙/𝑑𝑣 × 𝑑𝑣/𝑑𝑢 × 𝑑𝑢/𝑑𝑡)2 in terms of 𝐸, ℎ, 𝜂 and (1 − 𝑒𝑟 cos 𝑢). We

have verified that such an expression is identical to our Hamiltonian equations of motion based

¤𝜙2 expression to 4PN order. Additionally, we have also performed the above two checks using 𝑣̃

variable based parametric solution. These computations provided us with two powerful checks on

our 4PN order generalized quasi-Keplerian parametrization.

5.2.3 Incorporating non-local in time 4PN Hamiltonian

Having dealt with the local-in-time component of the 4PN Hamiltonian in the previous

subsection, we turn our attention to the non-local one. Our strategy will be to treat the 4PN

tail effect as a perturbation to the basic Newtonian Kepler problem within the framework of the

action-angle formalism. We will employ canonical (or classical) perturbation theory, a perturbation

technique that is tailor-made for the action-angle framework [113], following the application this

technique as was done in Ref. [104].

5.2.3.1 Action-angles of the Newtonian system

We start with a small review of the action-angle (Delaunay) picture of the Newtonian system

Ref. [104, 113–115]. We will consider the planar (two actions, two angles) version of the picture

because the system is confined to a plane. The action-angle pairs {(L, 𝑙), (G, 𝑔)} written in terms

of more familiar quantities become [104]

L = 𝑎1/2, G = (𝑎(1 − 𝑒2))1/2, (5.30)

𝑙 = 𝑢 − 𝑒 sin 𝑢, 𝑔 = arugment of periastron, (5.31)
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where 𝑎 and 𝑒 are Newtonian versions of 𝑎𝑟 and 𝑒𝑟 ; 𝑢 is as usual the eccentric anomaly. The

Hamiltonian is a function of only one of the actions

H𝑁 = − 1
2L2 (5.32)

The rate of change of the first angle variable is

𝑑𝑙

𝑑𝑡
=
𝜕H𝑁

𝜕L =
1
L3 ≡ Ω(L), (5.33)

whereas 𝑔 does not change with time since 𝜕H𝑁/𝜕G = 0.

5.2.3.2 The nonlocal-in-time 4PN tail Hamiltonian

To incorporate the effect of the nonlocal-in-time Hamiltonian Hnonlocal
4PN on the BBH dy-

namics, it suffices to consider it as a perturbation on the Newtonian dynamics. Then the reduced

Hamiltonian of interest is [87]

H =
p̂2

2
− 1
𝑟
+ Hnonlocal

4PN , (5.34)

where

Hnonlocal
4PN = − 𝐺2

5𝜂𝑐8 𝐼
(3)
𝑖 𝑗
(𝑡′) Pf2𝑅/𝑐

∫ +∞

−∞

d𝑤
|𝑤 | 𝐼

(3)
𝑖 𝑗
(𝑡′ + 𝑤). (5.35)

In the above expression, 𝐼 (3)
𝑖 𝑗

denotes the third derivative with respect to the coordinate time 𝑡′ of the

center-of-mass Newtonian quadrupole moment 𝐼𝑖 𝑗 of the system (with 𝑟𝑖 denoting the components

of r)

𝐼𝑖 𝑗 ≡ (𝐺𝑀)2𝜇
(
𝑟𝑖𝑟 𝑗 − 1

3
𝑟2𝛿𝑖 𝑗

)
, (5.36)
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and 𝑅 ≡ |R|. Pf𝑇 stands for the Hadamard partie finie which is defined as [87]

Pf𝑇
∫ +∞

0

d𝑤
𝑤
𝑔(𝑤) ≡

∫ 𝑇

0

d𝑤
𝑤
(𝑔(𝑤) − 𝑔(0)) +

∫ +∞

𝑇

d𝑤
𝑤
𝑔(𝑤), (5.37)

a quick application of which gives

Pf𝑇
∫ +∞

0

d𝑤
𝑤

cos(𝜔𝑤) = − (𝛾E + ln(𝜔𝑇)) , (5.38)

with 𝛾𝐸 = 0.577... being the Euler-Mascheroni constant. The two-sided integral in Eq. (5.35) needs

to be converted into one-sided ones so as to make it amenable to the above definition of Pf𝑇 .

Now focusing our attention onHnonlocal
4PN , to manipulate the integral in Eq. (5.35) we change

the variable of differentiation from 𝑡′ to 𝑙 and decompose 𝐼𝑖 𝑗 into Fourier components. We get (with

𝑤′ ≡ 𝑤/(𝐺𝑀))

Hnonlocal
4PN = − 𝐺2

5𝜂𝑐8

(
Ω

𝐺𝑀

)6 ∞∑︁
𝑝=−∞

𝑑3(I𝑖 𝑗 (𝑝)𝑒𝑖𝑝𝑙)
𝑑𝑙3

Pf2𝑟/𝑐

∫ +∞

−∞

d𝑤′

|𝑤′|

∞∑︁
𝑞=−∞

𝑑3(I𝑖 𝑗 (𝑞)𝑒𝑖𝑞(𝑙+Ω𝑤
′))

𝑑𝑙3
,

(5.39)

=
𝐺2

5𝜂𝑐8

(
Ω

𝐺𝑀

)6 ∞∑︁
𝑝=−∞

𝑝3I𝑖 𝑗 (𝑝)𝑒𝑖𝑝𝑙 Pf2𝑟/𝑐

∫ +∞

−∞

d𝑤′

|𝑤′|

∞∑︁
𝑞=−∞,𝑞≠0

𝑞3I𝑖 𝑗 (𝑞)𝑒𝑖𝑞(𝑙+Ω𝑤
′) , (5.40)

=
𝐺2

5𝜂𝑐8

(
Ω

𝐺𝑀

)6 ∞∑︁
𝑝,𝑞=−∞,𝑞≠0

𝑝3𝑞3I𝑖 𝑗 (𝑝)I𝑖 𝑗 (𝑞)𝑒𝑖(𝑝+𝑞)𝑙 Pf2𝑟/𝑐

∫ +∞

−∞

d𝑤′

|𝑤′| 𝑒
𝑖𝑞Ω𝑤′ , (5.41)

= − 2𝐺2

5𝜂𝑐8

(
Ω

𝐺𝑀

)6 ∞∑︁
𝑝,𝑞=−∞,𝑞≠0

𝑝3𝑞3I𝑖 𝑗 (𝑝)I𝑖 𝑗 (𝑞)𝑒𝑖(𝑝+𝑞)𝑙 (𝛾𝐸 + ln( |𝑞 |Ω × 2𝑟/𝑐)), (5.42)

= − 2𝐺2

5𝜂𝑐8

(
Ω

𝐺𝑀

)6 [ ∞∑︁
𝑝,𝑞=−∞,𝑞≠0

𝑝3𝑞3I𝑖 𝑗 (𝑝)I𝑖 𝑗 (𝑞)𝑒𝑖(𝑝+𝑞)𝑙 (𝛾𝐸 + ln( |𝑞 |Ω)) −
(
𝑑3𝐼𝑖 𝑗

𝑑𝑙3

)2

ln(2𝑟/𝑐)
]
. (5.43)

A few comments are needed to clarify the manipulations in the above lines. I𝑖 𝑗 ’s are defined
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as per the following Fourier decomposition

𝐼𝑖 𝑗 (𝑡′) =
∞∑︁

𝑝=−∞
I𝑖 𝑗 (𝑝)𝑒𝑖𝑝𝑙 , (5.44)

I𝑖 𝑗 (𝑝) =
1

2𝜋

∫ 2𝜋

0
𝐼𝑖 𝑗 (𝑡′)𝑒−i𝑝𝑙𝑑𝑙. (5.45)

These Fourier coefficients of the Newtonian multipole moments are available in terms of Bessel

functions in the appendix of Ref. [1] in dimensionless form. In the above lines and the material

below, the summation is over all integers from −∞ to +∞ except where it is explicitly mentioned

that 𝑞 = 0 be omitted. We have omitted 𝑞 = 0 from the above summations because ln(0) is

undefined. Also, with the variable of integration having changed from 𝑤 → 𝑤′, we also had to

change the time-scale of the Pf operation from 2𝑅/𝑐 → 2𝑟/𝑐. One may also notice another issue

of the arguments inside the two ln’s in Eq. (5.43) not being dimensionless, due to breaking the ln

in Eq. (5.42) into two ln’s in the following line. This is no reason to worry since the final result in

Eq. (5.52) combines back the two ln’s into one with an argument which is indeed dimensionless.

And finally, in Eq. (5.42), use has been made of the result in Eq. (5.38), and a similar result for sine

being inside the integrand instead of cosine to evaluate the integral in terms of the logarithm.

Due to the definite integral having been performed above and the application of order-

reduction (eliminating the derivatives of variables in the Hamiltonian with the equations of motion

of a lower order [104]), we now have to deal only with the local dynamics2. The 4PN tail

Hamiltonian has been decomposed in this particular way of Eq. (5.43) to render it amenable to the

averaging procedure, to be carried out below.

2See Refs. [116–118] for a background on order-reduction. The procedure of order-reducing the Hamiltonian leads
to shifts in canonical coordinates. Apart from the tail part [104], the instantaneous Hamiltonian of Eq. (5.6) is also
order-reduced [118]. Since these shifts lead to amplitude and zero-average oscillatory phase corrections (rather than
secular phase corrections), we ignore such shifts, as our IMR waveform is meant to be only leading order accurate in
amplitude.
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5.2.3.3 4PN tail effect as a perturbation to the Newtonian system

To deal with the 4PN tail Hamiltonian of Eq. (5.43), we employ the so called “Delaunay

technique” of averaging the perturbation Hamiltonian which is discussed in Appendix 5.5. The

method dictates the following: take the perturbation part 𝜖𝐻1(𝜙0, 𝐽0) of the full Hamiltonian

𝐻 = 𝐻0(𝐽0) + 𝜖𝐻1(𝜙0, 𝐽0) and average it over 𝜙0, thus yielding 𝐻1(𝐽0). Then there exists a

generating function 𝑆(𝜙0, 𝐽) such that it gives new action-angles (𝐽, 𝜙) which are connected to the

old ones via Eqs. (5.84) and (5.85), and the total Hamiltonian depends only on the new action 𝐽 as

𝐸 (𝐽) = 𝐸0(𝐽) + 𝜖𝐸1(𝐽), where the functional dependence of 𝐸0 and 𝐸1 on 𝐽 is the same as that of

𝐻0 and 𝐻1 on 𝐽0. For our system in consideration, 𝐻1 = Hnonlocal
4PN and 𝜙0 = 𝑙. We now proceed to

average 𝐻1 over 𝑙.

The two additive terms in Eq. (5.43) will be averaged using different methods. This is so

because they possess different structures and hence their averaging is tractable via different means.

To average the first term of Eq. (5.43) (the one involving the summation), we note that the averaged

value will be equal to the sum of all the terms in this double summation which correspond to

𝑝 + 𝑞 = 0. Hence, we substitute 𝑞 = −𝑝, thereby turning the double summation into a single

summation over 𝑝 and we choose to retain all the term with |𝑝 | ≲ 500 terms in this summation.

This is so because we found by inspection that these many terms are enough for 𝑒 ≲ 0.9. We then

try to come up with a certain Padé-like approximant for this series using a method that we now

briefly sketch.

Using the Fourier coefficients of the Newtonian multipole moments as given in the appendix

of Ref. [119], it can be shown that the summation in the first term of Eq. (5.43) (without the prefactor

and (𝛾𝐸 + ln( |𝑞 |Ω)) with 𝑞 = −𝑝 can be written as

∞∑︁
𝑝,𝑞=−∞,𝑞≠0

𝑝3𝑞3I𝑖 𝑗 (𝑝)I𝑖 𝑗 (𝑞)𝑒𝑖(𝑝+𝑞)𝑙
����
𝑞=−𝑝

(5.46)

= −
∞∑︁

𝑝=−∞
𝑝6 |I𝑖 𝑗 (𝑝) |2 = −32𝜇2(𝑎𝐺𝑀)4

1 + 73𝑒2

24 +
37𝑒4

96
(1 − 𝑒2)7/2

.
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We actually factored out (1− 𝑒2)−7/2 from the above sum before trying to evaluate it to preserve the

formal structure in the limit of large angular momentum [120]3. Note that the above result appears

to be exact in 𝑒 and coincides with the “ 𝑓 (𝑒)” of Peters and Mathews [121]. Obtaining this nice

exact in 𝑒 expression became possible due to factoring out (1 − 𝑒)−7/2 in the beginning and then

series expanding the remnant.

Focusing our attention back to the summation in Eq. (5.43), we see that it can further be

decomposed as (with 𝑞 = −𝑝)

−
∞∑︁

𝑝=−∞
𝑝6 |I𝑖 𝑗 (𝑝) |2 [(𝛾𝐸 + lnΩ) + ln |𝑝 |] . (5.47)

Since the first additive term in the above expression (in the parenthesis) has already been taken

care of in Eq. (5.46), we now show how to deal with the second one (involving ln |𝑝 |). Again, after

factoring out (1−𝑒2)−7/2, we first find the Padé approximation of this second term such that both the

numerator and denominator are expanded up toO(𝑒10). Then by hand, we add 𝑝12𝑒
12+𝑝14𝑒

14 in the

numerator, where 𝑝12 and 𝑝14 are to be determined by numerically matching (at high eccentricities

like 𝑒 = 0.85, 0.90) this new Padé-like ansatz with the evaluated value of the series where terms up

to |𝑝 | ≲ 500 have been retained. Tentatively, we have

−
∞∑︁

𝑝=−∞
𝑝6 ��I𝑖 𝑗 (𝑝)��2 ln |𝑝 |

= −𝐺4L8𝑀6𝜂2
𝑝14𝑒

14 + 𝑝12𝑒
12 − 382996272𝑒10

13601521 + 579332351𝑒8

4983158 − 324710645𝑒6

8433524 − 758231515𝑒4

3359177 + 263415291𝑒2

1639996 + 286746937
12927762(

1 − 𝑒2)7/2
(

4447985𝑒10

4076572203 +
49804512𝑒8

1158420851 −
105413189𝑒6

194334558 +
103729937𝑒4

57112735 −
56374811𝑒2

24380301 + 1
)  .

(5.48)

3It can be checked that the average (over 𝑙) of the first term of the nonlocal Hamiltonian of Eq. (5.43) has the
following structure in the ℎ → ∞ limit 𝐻1(A) ∼ (𝐸ℎ2)2ℎ−7 ∑

𝑛=0 𝑎𝑛𝛼
𝑛, with 𝛼 = (𝐸ℎ2)−1. This, along with

𝑒2 = 1 + 2𝐸ℎ2, lets us see that 𝐻1(A) has the form 𝐻1(A) ∼ 𝐹 (𝑒)/ℎ7 = 𝐹 (𝑒)
(
2𝐸/(𝑒2 − 1)

)7/2. This motivated us to
first factor out (1 − 𝑒2)−7/2 from the Bessel series whose Padé-like approximant is sought.
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We call the resulting approximant “Padé-like”, since it is a result of combining the methods of Padé

approximation and numerical fitting. Such a procedure, combined with the idea of factoring out

(1 − 𝑒2)−7/2 gives us approximants which are valid up to higher 𝑒’s than would have been possible

with the standard Padé approximants. Interestingly, these approximants capture the eccentricity

effects up to 𝑒 ≲ 0.9, despite the existence of Laplace limit of 𝑒 < 0.66... beyond which the series

solution of Kepler equation in 𝑒 diverges [96, 122, 123].

Finally, averaging the second term of Eq. (5.43) (involving ln 2 𝑟/𝑐) over 𝑙 in closed-form

is possible, although lengthy. Using the order-reduced Newtonian equations

𝑥 = 𝑎(cos 𝑢 − 𝑒), (5.49a)

𝑦 = 𝑎
√︁

1 − 𝑒2 sin 𝑢, (5.49b)

𝑧 = 0 (5.49c)

𝑙 = 𝑢 − 𝑒 sin 𝑢, (5.49d)

𝑟 = 𝑎(1 − 𝑒 cos 𝑢), (5.49e)

𝐼𝑖 𝑗 = (𝐺𝑀)2𝜇
(
𝑟𝑖𝑟 𝑗 − 1

3
𝑟2𝛿𝑖 𝑗

)
, (5.49f)

(with 𝑥, 𝑦, 𝑧 being the components of r) in the second term of Eq. (5.43), we arrive at

1
2𝜋 𝑎4𝐺4 𝑀4 𝜇2

∫ 2𝜋

0

(
𝑑3𝐼𝑖 𝑗

𝑑𝑙3

)2

ln(2𝑟/𝑐) 𝑑𝑙

=
2

3𝜋

∫ 2𝜋

0

(24 − 23𝑒2 − 𝑒2 cos 2𝑢)
(
ln

[
2𝑎(1−𝑒 cos 𝑢)

𝑐

] )
(1 − 𝑒 cos 𝑢)5

𝑑𝑢 (5.50)

=

12
(
37𝑒4 + 292𝑒2 + 96

)
ln

[
4𝑎(1−𝑒2)

(
1−
√

1−𝑒2
)

𝑐 𝑒2

]
−

(
255𝑒4 + 3792𝑒2 + 2408

)
36

(
1 − 𝑒2)7/2 +

(
673𝑒2 + 602

)
9
(
1 − 𝑒2)3 .

(5.51)

Finally, Eqs. (5.46), (5.48) and (5.50) culminate in the expression of order-reduced averaged 4PN
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tail Hamiltonian

Hnonlocal
4PN =

2 𝜂
5 𝑐8L10

[12
(
37𝑒4 + 292𝑒2 + 96

)
ln

[
4(1−𝑒2)

(
1−
√

1−𝑒2
)

exp(𝛾𝐸 )
L𝑐 𝑒2

]
−

(
255𝑒4 + 3792𝑒2 + 2408

)
36

(
1 − 𝑒2)7/2

+
(
673𝑒2 + 602

)
9
(
1 − 𝑒2)3 + HPadé

]
, (5.52)

where

HPadé =

1(
1 − 𝑒2)7/2

(
4447985𝑒10

4076572203 +
49804512𝑒8

1158420851 −
105413189𝑒6

194334558 +
103729937𝑒4

57112735 −
56374811𝑒2

24380301 + 1
)×

(
14262437𝑒14

328008227
− 6775509𝑒12

248174614
− 382996272𝑒10

13601521
+ 579332351𝑒8

4983158
− 324710645𝑒6

8433524

−758231515𝑒4

3359177
+ 263415291𝑒2

1639996
+ 286746937

12927762

)
, (5.53)

is the Padé-like approximant that we constructed above. Eliminating 𝑒 using 𝑒 =
√︁

1 − G2/L2

expresses this averaged Hamiltonian in terms of only the actions.

Now, in the action-angles formalism, one can compute the “frequencies” corresponding to

all the angle variables by partially differentiating the Hamiltonian with respect to the corresponding

action variables. Application of this to our system in consideration yields the 4PN tail correction

to the frequencies 𝑛 and 𝑘𝑛 (where 𝑛 denotes the mean motion and 𝑘 is the periastron advance

parameter) [94]. After partially differentiating with respect to L and G, we write the results in

terms of L and 𝑒. For illustration, we give their small 𝑒 expanded expressions

𝑛tail ≡
𝜕Hnonlocal

4PN (G,L)
𝜕L (5.54)

=
19289894530752349825264 𝜂

323061509079949009095L11 𝑐8 +
592𝜂

(
ln

(
1
L𝑐

)
+ 𝛾𝐸 + ln(2)

)
15L11 𝑐8
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+
𝑒2 𝜂

(
−184 ln

(
1
L𝑐

)
− 184𝛾𝐸 + 176764157117697232864351125327585955400510029

604435714840557267408843920105441163950610 − 184 ln(2)
)

5L11 𝑐8

+ O
(
𝑒4

)
, (5.55)

(𝑘 𝑛)tail ≡
𝜕Hnonlocal

4PN (G,L)
𝜕G , (5.56)

𝑘 tail = −
74831546379478710201598 𝜂

323061509079949009095L8 𝑐8 +
352 𝜂

5L8 𝑐8 −
2512𝜂

(
ln

(
1
L𝑐

)
+ 𝛾𝐸 + ln(2)

)
15L8 𝑐8 (5.57)

+ 1
15L8 𝑐8×(
𝑒2𝜂

(
−5164100568419311748345089878114388585281349219

201478571613519089136281306701813721316870
− 13264 ln

(
1
L𝑐

)
−13264𝛾𝐸 + 10196 − 13264 ln(2))) + O

(
𝑒4

)
.

Note that 𝑘 = ΔΦ/2𝜋, where ΔΦ is the angle of periastron advance in the radial period (periastron

to periastron) 𝑃, which means that 𝑘 = Φ/(2𝜋) −1. This means that among the earlier presented set

of equations for the 4PN local-in-time quasi-Keplerian parameterization (QKP), it is Eqs. (5.28b)

and (5.28o) which should include the effects encoded in Eqs. (5.54) and (5.56), but they do not

since Eqs. (5.28b) and (5.28o) are meant to include only the local-in-time contributions only. We

have checked that Eqs. (5.54) and (5.56) agree with the results of Ref. [88] in the circular limit.

Also, note that the argument of ln in Eqs. (5.50) and (5.52) becomes undefined at 𝑒 = 0

although its 𝑒 → 0 limit is well defined. Therefore, in our Mathematica package, we chose to

replace this argument of ln by its Taylor expansion so that it is valid in the range 0 ≤ 𝑒 ≲ 0.85.

To bring all the pieces together, let us have a bird’s eye view of the situation. We are

trying to include the effect of 4PN tail Hamiltonian as a perturbation to the Newtonian one in the

action-angles framework. The effect entails

1. the action-angles being perturbed as per Eqs. (5.83), (5.84) and (5.85).

2. the functional dependence of the Hamiltonian on the actions being perturbed as per Eqs. (5.86),
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(5.88) and Eq. (5.52).

At this point, we invoke the “semi-perturbation” scheme detailed in Appendix 5.6, whereby we

don’t use the information contained in Eqs. (5.83), (5.84) and (5.85), but rather only make use

of the information in Eqs. (5.86), (5.88). This way we don’t need the oscillatory corrections to

the action-angles and the generating function. All one needs to do is to average the perturbation

Hamiltonian and find the perturbed frequencies, as has already been done in Eqs. (5.54) and (5.56)

above.

Now we discuss how to merge the results of Eqs. (5.54) and (5.56) into the QKP Eqs. (5.28)

if one wants to. Since we have chosen not to perturb the actions, there won’t be any corrections to

the eccentricity and semi-major axis due to the tail effects (see Eqs. (5.30)). This means that in the

RHSs of Eqs. (5.54) and (5.56), after evaluating the partial derivatives, we can replace L and G

with 𝑎 and 𝑒 using Eqs. (5.30) and then make the substitutions (𝑒, 𝑎) → ((1 + 2𝐸ℎ2)1/2,−1/(2𝐸))

to write 𝑛tail and 𝑘 tail in terms of 𝐸 and ℎ. Then with the earlier derived equation 𝑘 = Φ/(2𝜋) − 1,

𝑛tail and 𝑘 tail can both be incorporated as the 4PN tail effects into the quasi-Keplerian solution

(specifically Eqs. (5.28b) and (5.28o)) for the 4PN local Hamiltonian presented in the previous

subsection. We do not take it because we have reserved Eqs. (5.28) for local-in-time effects only.

Note that in accordance with our decision to adopt the semi-perturbation scheme, the 4PN tail

corrections do not enter in the expressions for any other quantity except 𝑛 and Φ (or 𝑘), as far as

the 4PN conservative quasi-Keplerian solution is concerned.

Strictly speaking, we have not worked out the full 4PN dynamics since we have ignored the

corrections to the action-angles (linear in 𝜖 terms on the RHSs of Eqs. (5.84) and (5.85)) due to the

tail effects. Adopting the semi-perturbation scheme rather than full perturbation scheme simplifies

the calculations and the ignored 4PN zero-average, oscillatory corrections to action-angles (due to

tail effects) are less important than the 4PN secular tail effects for GW data analysis purposes. An

alert reader may be able to point out that we have included the oscillatory terms in the Keplerian

type solution for the 4PN local Hamiltonian (the ones with sinusoidal functions of integer multiples

of 𝑣 in Eq. (5.26)), despite dropping the oscillatory correction terms to action-angles (as per the
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semi-perturbation scheme) resulting from the 4PN tail effect. One may insist that all the oscillatory

terms should be discarded. One could do so. We decided to include these oscillatory terms for

the local Hamiltonian in Eq. (5.26) just to be in line with the tradition of including all the terms,

be it oscillatory or secular, while giving the QKP solution of a BBH for various PN accurate local

conservative Hamiltonians as has been done in Refs. [78, 79, 93].

We finally mention beforehand that both Eqs. (5.54) and (5.56) have a bearing on Eq. (5.71b)

which gives the mean motion 𝑛, so that when it comes to the IMR waveform construction, of all the

equations in Sec. 5.3, only Eq. (5.71b) incorporates the 4PN tail effect as per our choice of adopting

the semi-perturbation strategy to include the tail effects. The accompanying Mathematica note-

book contains the relevant expressions for 𝑛 (both local and nonlocal). We now move on to apply

the above parametric solution to construct a time-domain eccentric IMR waveform, influenced by

Ref. [2].

5.3 An improved time-domain eccentric IMR waveform

The present section details our effort to incorporate 4PN order Keplerian type parametric

solution into a Mathematica package, namely EccentricIMR, available as an open source soft-

ware [90], in an accurate and efficient manner. This package implements an eccentric IMR model,

detailed in Ref. [2], where an eccentric PN-accurate inspiral model was combined with a quasi-

circular merger waveform. Detailed interpolation using several non-eccentric and non-spinning NR

waveforms in the neighborhood of their merger phase ensured that the analytic quasi-circular merger

waveform of Ref. [2] is accurate for non-spinning BH binaries with mass ratio 𝑞 ≡ 𝑚1/𝑚2 between

1 and 4 and for arbitrary 𝜙0 (the initial phase of the waveform). The IMR model of Ref. [2] com-

bines the post-Newtonian inspiral waveform, adapted from Ref. [124], and their above described

quasi-circular merger model (CMM) to obtain a time-domain eccentric IMR waveform. This in-

volves ‘blending’ of the above two models in a transition region where neither PN approximation

is valid nor the binary can be assumed to have circularized.

It was noted in Ref. [2] that incorporating higher order PN corrections should improve the
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performance of the early inspiral phase. In fact, Ref. [2] invoked 3PN order conservative and 2PN

order reactive contributions to the BBH dynamics for describing the inspiral part of their IMR ℎ(𝑡).

The present effort improves the treatment of the conservative part in the EccentricIMR package

with the help of our 4PN order Keplerian type parametric solution while adapting PN-accurate

results from Refs. [1, 125] to incorporate effects of 3PN-accurate GW emission. Moreover, we

provide computationally efficient version of the 𝑥-model [124], employed in EccentricIMR, by

adapting the GW phasing approach of Refs. [101, 102] during the modeling of the eccentric inspiral

phase. These changes are incorporated into the Mathematica package accompanying Ref. [2] and

we treat their circular merger model as a black box [90]. The resulting package is available at

Ref. [91, 92]. In what follows, we present our approach to improve various aspects of the 𝑥-model.

In this section we will employ 𝑡 to denote the ADM coordinate time for the sake of convenience

(unlike the previous section). A derivative with respect to the ADM time will be represented by an

overdot.

5.3.1 4PN conservative and 3PN radiative phasing

We begin by listing the usual expression for the quadrupolar order (or restricted) complex

gravitational waveform for compact binaries in non-circular orbits [84, 101, 124, 126]

ℎsig = ℎ+ − 𝑖ℎ× (5.58a)

ℎ+ = −
𝐺𝑀𝜂

𝑐4𝐷

{(
cos2 𝜃 + 1

) [(
𝐺𝑀

𝑅
− ¤𝑅2 + 𝑅2 ¤𝜙2

)
cos 2𝜙′

+2𝑅 ¤𝜙 ¤𝑅 sin 2𝜙′
]
+

(
𝐺𝑀

𝑅
− ¤𝑅2 − 𝑅2 ¤𝜙2

)
sin2 𝜃

}
, (5.58b)

ℎ× = −
2𝐺𝑀𝜂
𝑐4𝐷

cos 𝜃
{(
𝐺𝑀

𝑅
− ¤𝑅2 + 𝑅2 ¤𝜙2

)
sin 2𝜙′ − 2𝑅 ¤𝜙 ¤𝑅 cos 2𝜙′

}
, (5.58c)

where 𝜙′ ≡ 𝜙 − 𝜑 and 𝜃 and 𝜑 are the spherical polar angles that specify the observer in a frame

centered around the source which is a distance 𝐷 away from the detector. Recall that 𝑅 and 𝜙 serve

to specify the relative separation vector R between the two BHs whereas 𝑟 ≡ 𝑅/(𝐺𝑀). Also, we

have ¤𝑟 ≡ 𝑑𝑟/𝑑𝑡 and ¤𝜙 ≡ 𝑑𝜙/𝑑𝑡. The NR relevant spin-weight −2, ℓ = 2, 𝑚 = 2 spherical harmonic
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mode of ℎ(𝑡) reads

ℎ22 =

∫
−2𝑌

2∗
2 (𝜃, 𝜑)ℎsig(𝜃, 𝜑)𝑑Ω

= −4𝐺𝑀𝜂𝑒−2𝑖𝜙

𝑐4𝐷

√︂
𝜋

5

(
𝐺𝑀

𝑅
+ ( ¤𝜙𝑅 + 𝑖 ¤𝑅)2

)
,

(5.59)

where the spherical harmonic −2𝑌
2
2 (𝜃, 𝜑) =

1
2𝑒

2𝑖𝜑
√︁

5/𝜋 cos4(𝜃/2). In what follows, we describe

our improved 𝑥-model to obtain ℎ22(𝑡) for non-spinning BH binaries inspiralling along relativistic

eccentric orbits in a computationally accurate and efficient manner.

We adapt, as mentioned earlier, the GW phasing approach of Refs. [101, 102] to model

eccentric inspiral of BH binaries to describe the temporal evolution of dynamical variables that

appear in the above ℎ22(𝑅(𝑡), ¤𝑅(𝑡), 𝜙(𝑡), ¤𝜙(𝑡)) expression. This approach imposes numerically the

effects of GW emission on the conservative dynamics of eccentric binaries by incorporating changes

in orbital configurations that occur at the orbital, periapsis advance and gravitational radiation

reaction time scales. In the GW phasing approach, the conservative BBH dynamics is described

using our Keplerian type parametric solution and we first focus on describing parametrically the

temporal evolution of 𝑟, ¤𝑟 and ¤𝜙, whereas 𝜙 will be dealt with later. We begin by expressing the

4PN-accurate expressions for these variables as

𝑟 (−2 𝐸, ℎ, 𝑢) = 𝑎𝑟 (−2 𝐸, ℎ) ×
(
1 − 𝑒𝑟 (−2 𝐸, ℎ) × cos 𝑢

)
, (5.60)

¤𝑟 (−2 𝐸, ℎ, 𝑢) = 𝑑𝑟

𝑑𝑢
× 𝑑𝑢
𝑑𝑡
, (5.61)

¤𝜙(−2 𝐸, ℎ, 𝑢) = 𝑑𝜙

𝑑𝑣
× 𝑑𝑣
𝑑𝑢
× 𝑑𝑢
𝑑𝑡
. (5.62)

where

𝑑𝑢

𝑑𝑡
=
𝑑𝑢

𝑑𝑙

𝑑𝑙

𝑑𝑡
=
𝑑𝑢

𝑑𝑙

𝑛

𝐺𝑀
. (5.63)

Recall that 𝑡 in this section stands for the ADM time, whereas it stood for the scaled ADM time in
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Sec. 5.2. Employing the 4PN solution given in Eqs. (5.25)-(5.27), we can see that the resulting 4PN

order expressions of 𝑟, ¤𝑟 and ¤𝜙 will be functions of (−2 𝐸), ℎ, 𝑒𝑟 , 𝑒𝑡 , 𝑒𝜙, 𝑢 and 𝜂. Conventionally

in the 𝑥-model, we rather write these expressions in terms of 𝜔, 𝑒𝑡 and 𝑢. This is achieved with the

help of the following steps.

In the first step, we define a 4PN order 𝜔 from our 4PN order expressions for 𝑛 and

𝑘 = ΔΦ/2 𝜋 as 𝜔 ≡ 𝑛 × (1 + 𝑘). It is now possible to invert 4PN order 𝜔 expression in a PN-

accurate manner to express (−2 𝐸) in terms of 𝜔 and ℎ. In the next step, we invert 4PN order 𝑒𝑡

expression (given by the first of Eqs. (C1) of Ref. [47]) to get an intermediate 4PN order expression

for ℎ in terms of 𝑒𝑡 and (−2 𝐸). Then use the above obtained expression of (−2𝐸) (in terms of 𝜔

and ℎ) to express ℎ in terms of 𝑒𝑡 and 𝜔 up to 4PN order in a post-Newtonian perturbative way.

Using this expression of ℎ(𝑒𝑡 , 𝜔) in the above expression of (−2𝐸) finally gives us (−2𝐸) in terms

of 𝑒𝑡 and 𝜔. The resulting relations for (−2 𝐸) and ℎ (in terms of 𝑒𝑡 and 𝜔) allow us to express 𝑒𝑟

and 𝑒𝜙 in terms of 𝜔, 𝑒𝑡 to 4PN order with the help of Eqs. (C1) of Ref. [47]. All these relations

in conjunction with Eqs. (5.60)-(5.62) lead to 4PN order parametric expressions for 𝑟, ¤𝑟 and ¤𝜙 in

terms of 𝜔, 𝑒𝑡 , 𝑢. We provide the expressions of 𝐸 and ℎ in terms of 𝑥 ≡ (𝐺𝑀𝜔/𝑐3)2/3 and 𝑒𝑡 in

Appendix D of Ref. [112].

An additional requirement of the GW phasing approach is to split the orbital phase into two

parts such that (with 𝜆(𝑡0) = 0)

𝜙(𝑡) = 𝜆(𝑡) +𝑊 (𝑢(𝑙), (−2 𝐸), ℎ), (5.64a)

𝜆(𝑡) = (1 + 𝑘)𝑛(𝑡 − 𝑡0) ≡ 𝜔(𝑡 − 𝑡0) , (5.64b)

as done in Ref. [101]. Note that Eqs. (5.64) are for conservative dynamics only and need to be

modified by the application of the method of variation of arbitrary constants (as done in Ref. [101])

to include the radiation reaction effects4. This will be done later in Eqs. (5.71). The above equations

ensure that the secular evolution of the orbital phase depends linearly on time which makes it easier

4See Box. 3.3 of Ref. [127] for a pedagogical treatment of the method of variation of arbitrary constants.
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to track the evolution of the argument of periapsis while the𝑊 part provides the periodic variations,

present in the 𝜙 evolution due to its dependence on 𝑙. Additionally, we need to express the above

4PN order expression for𝑊 in terms of 𝜔, 𝑒𝑡 and 𝑢 which we write symbolically as

𝑊 = (𝑣 − 𝑢) + 𝑒𝑡 sin 𝑢 +𝑊1PN𝑥 +𝑊2PN𝑥2 +𝑊3PN𝑥3 +𝑊4PN𝑥4. (5.65)

For the ease of implementation, it is helpful to use the following 4PN order expression of Ref. [102]

𝑣 − 𝑢 = 2 arctan
(

𝛽𝜙 sin 𝑢
1 − 𝛽𝜙 cos 𝑢

)
. (5.66)

Our parametric solution allows us to obtain the following 4PN order expression for 𝛽𝜙 in terms of

𝑒𝑡 , 𝑥, 𝑢 as

𝛽𝜙 =
1 −

√︃
1 − 𝑒2

𝑡

𝑒𝑡
+ 𝛽1PN

𝜙 𝑥 + 𝛽2PN
𝜙 𝑥2 + 𝛽3PN

𝜙 𝑥3 + 𝛽4PN
𝜙 𝑥4. (5.67)

The explicit and lengthy expressions for these 4PN order quantities are listed in the accompanying

Mathematica notebook [91, 92].

We now collect relevant expressions that describe the temporal evolution of a precessing

eccentric orbit whose conservative (without radiation reaction) orbital dynamics is specified by the

4PN order Hamiltonian, given by Eq. (8.41) of Ref. [86]. These equations may be symbolically

written as

¤𝑅
𝑐
=

√
𝑥𝑒𝑡 sin 𝑢

1 − 𝑒𝑡 cos 𝑢
{
1 + ¤𝑅1PN (𝜂, 𝑒𝑡) 𝑥 + ¤𝑅2PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥2 + + ¤𝑅3PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥3

+ ¤𝑅4PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥4} , (5.68a)

¤𝜙 =
𝑥3/2𝑐3

√︃
1 − 𝑒2

𝑡

𝐺𝑀 (1 − 𝑒𝑡 cos 𝑢)2
{
1 + ¤𝜙1PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥 + ¤𝜙2PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥2 + ¤𝜙3PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥3
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+ ¤𝜙4PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥4} , (5.68b)

𝑅 =
𝐺𝑀 (1 − 𝑒𝑡 cos 𝑢)

𝑐2𝑥

{
1 + 𝑅1PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥 + 𝑅2PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥2 + 𝑅3PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥3

+𝑅4PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥4} , (5.68c)

𝜙 = 𝜆 +𝑊 , (5.68d)

𝜆(𝑡) = 𝜔(𝑡 − 𝑡0) , (5.68e)

𝑊 = (𝑣 − 𝑢) + 𝑒𝑡 sin 𝑢 +𝑊1PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥 +𝑊2PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥2 +𝑊3PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥3

+𝑊4PN (𝜂, 𝑒𝑡 , 𝑢) 𝑥4 , (5.68f)

where we employ the 4PN-accurate expression for (𝑣 − 𝑢) given symbolically by Eq. (5.66). It

should be noted that the above equations provide analytically 4PN order conservative dynamics of

BH binaries in terms of 𝑢 and we require to numerically solve our 4PN order Kepler equation after

re-writing it in terms of 𝑥 and 𝑒𝑡 to obtain 𝑢(𝑙 (𝑡)). Our full system however, is not conservative and

as we will soon see that inclusion of the radiation reaction effects will modify some of the above

equations. For the purpose of illustration, we list the 1PN contributions that appear in Eqs. (5.68)

as

¤𝑅1PN (𝜂, 𝑒𝑡) =
−7𝜂 + 𝑒2

𝑡 (−6 + 7𝜂)
6
(
1 − 𝑒2

𝑡

) , (5.69a)

¤𝜙1PN (𝜂, 𝑒𝑡 , 𝑢) =
(
−1 + 𝜒 + 𝑒2

𝑡

)
(−4 + 𝜂)

𝜒
(
1 − 𝑒2

𝑡

) , (5.69b)

𝑅1PN (𝜂, 𝑒𝑡 , 𝑢) =
1

6𝜒
(
1 − 𝑒2

𝑡

) (
−24 + 9𝜂 + 𝜒(18 − 7𝜂) + 𝑒2

𝑡 [24 − 9𝜂 + 𝜒(−6 + 7𝜂)]
)
, (5.69c)

𝑊1PN (𝜂, 𝑒𝑡 , 𝑢) = 3
𝑒𝑡 sin 𝑢 + (𝑣 − 𝑢)1PN

1 − 𝑒2
𝑡

,

𝛽1PN
𝜙 (𝜂, 𝑒𝑡) =

−4 + 𝜂 + 𝑒2
𝑡 (8 − 2𝜂) + (4 − 𝜂)

√︃
1 − 𝑒2

𝑡

𝑒𝑡

√︃
1 − 𝑒2

𝑡

, (5.69d)

where 𝜒 stands for 1 − 𝑒𝑡 cos 𝑢.

We now impose the effects of GW emission and explain how we provide the full temporal
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evolution for a BBH, characterized by 𝑚1 and 𝑚2 and specified by initial values of (𝑥, 𝑒𝑡 , 𝜆, 𝑙).

Clearly, we require to specify how these variables vary in time and Ref. [101] demonstrated that

𝜔 (or 𝑥) and 𝑒𝑡 evolve due to gravitational radiation reaction effects. It turns out that the secular

variations of 𝜔 and 𝑒𝑡 arise by employing the orbital (binding) energy and angular momentum

balance arguments [128]. This requires PN accurate expressions of 𝜔 and 𝑒𝑡 in terms of (−2𝐸)

and ℎ and PN-accurate expressions for the orbit-averaged far-zone energy and angular momentum

fluxes associated with non-spinning compact binaries in PN-accurate eccentric orbits [84, 129].

We employ the following 3PN-accurate expressions for ¤𝑥 and ¤𝑒𝑡 , extractable from Ref. [1], and

displayed symbolically as

¤𝑥 = 𝑐3𝑥5𝜂

𝐺𝑀

[
192 + 584𝑒2

𝑡 + 74𝑒4
𝑡

15
(
1 − 𝑒2

𝑡

)7/2 + ¤𝑥1PN (𝜂, 𝑒𝑡) 𝑥 + ¤𝑥1.5PN (𝜂, 𝑒𝑡) 𝑥3/2 + ¤𝑥2PN (𝜂, 𝑒𝑡) 𝑥2

+ ¤𝑥2.5PN (𝜂, 𝑒𝑡) 𝑥2.5 + ¤𝑥3PN (𝜂, 𝑒𝑡) 𝑥3
]
, (5.70a)

¤𝑒𝑡 = −
𝑐3𝑥4𝜂 𝑒𝑡
𝐺𝑀

[
304 + 121𝑒2

𝑡

15
(
1 − 𝑒2

𝑡

)5/2 + ¤𝑒
1PN
𝑡 (𝜂, 𝑒𝑡) 𝑥 + ¤𝑒1.5PN

𝑡 (𝜂, 𝑒𝑡) 𝑥3/2 + ¤𝑒2PN
𝑡 (𝜂, 𝑒𝑡) 𝑥2

+ ¤𝑒2.5PN
𝑡 (𝜂, 𝑒𝑡) 𝑥2.5 + ¤𝑒3PN

𝑡 (𝜂, 𝑒𝑡) 𝑥3
]
. (5.70b)

The explicit expressions for various PN contributions are available in Refs. [1, 125]. We would

like to point out that the contributions appearing at the 1.5PN, 2.5PN and 3PN orders contain

certain hereditary contributions while the Newtonian, 1PN and 2PN terms are purely instantaneous.

Additionally, the 1.5PN and 2.5PN contributions in the above equations are purely hereditary and

the relative 3PN terms contain both instantaneous and hereditary parts. The hereditary parts are

expressed in terms of certain ‘eccentricity enhancement functions’ (such as the ones given in Eqs.

(6.22) of [1]). We employed accurate Padé approximants for these enhancement functions and

ensured that they are consistent with analytic fits to these functions up to at least 𝑒𝑡 = 0.85, as

detailed in Ref. [125].

We now provide a prescription for the secular evolution 𝜆 and 𝑙 as we specify the orbital

configuration of our eccentric BH binary by specifying the initial values of (𝑥, 𝑒𝑡 , 𝜆, 𝑙). Eqs. (5.26)
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and (5.68e) which imply constant time derivatives of 𝑙 and 𝜆, are valid only when the radiation

reaction is ignored. Under the radiation reaction, the differential equations that specify the secular

evolution of 𝜆 and 𝑙 can be considered to be extensions of our 4PN order Keplerian type parametric

solution and are given by

𝑑𝜆

𝑑𝑡
= 𝜔 ≡ 𝑥

3/2𝑐3

𝐺𝑀
, (5.71a)

𝑑𝑙

𝑑𝑡
= 𝑛 =

𝑥3/2𝑐3

𝐺𝑀

{
1 + ¤𝑙1PN (𝑒𝑡) 𝑥 + ¤𝑙2PN (𝜂, 𝑒𝑡) 𝑥2 + ¤𝑙3PN (𝜂, 𝑒𝑡) 𝑥3 + ¤𝑙4PN (𝜂, 𝑒𝑡 , ln 𝑥) 𝑥4} (5.71b)

Promoting Eqs. (5.64) to Eqs. (5.71) to incorporate radiation-reaction effects is basically an ap-

plication of the method of variation of arbitrary constants [101, 127]. Both the 4PN local and

nonlocal-in-time contributions can be found in the accompanying Mathematica notebook [91, 92].

Note that Eq. (5.71b) arises from our 4PN order expression for 𝑛, given by Eq. (5.28b), and re-

quires 4PN order expressions for (−2 𝐸) and 3PN order expression for ℎ in terms of 𝜔 and 𝑒𝑡 .

Plus, as per our choice of ignoring the oscillatory 4PN tail corrections to action-angles (as per the

semi-perturbation scheme) as detailed in 5.2.3.3, Eq. (5.71b) is the only equation in this Sec. 5.3

which incorporates the 4PN tail effects via Eqs. (5.54) and (5.56), as far as the IMR waveform

construction is concerned. Also, we are only imposing secular variations to the four variables

whose initial values we employ to specify the BBH configurations. It is fairly straightforward to

include quasi-periodic variations to these variables that occur at 2.5PN and 3.5PN orders, detailed

in Ref. [102]. We now give the 1PN contributions to Eqs. (5.70) and (5.71) for illustration

¤𝑥1PN (𝜂, 𝑒𝑡)

=
−11888 − 14784𝜂 + 𝑒2

𝑡 (87720 − 159600𝜂) + 𝑒4
𝑡 (171038 − 141708𝜂) + 𝑒6

𝑡 (11717 − 8288𝜂)
420

(
1 − 𝑒2

𝑡

)9/2 ,

(5.72)

¤𝑒1PN
𝑡 (𝜂, 𝑒𝑡) = −

67608 + 228704𝜂 + 𝑒2
𝑡 (−718008 + 651252𝜂) + 𝑒4

𝑡 (−125361 + 93184𝜂)
2520

(
1 − 𝑒2

𝑡

)7/2 , (5.73)
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¤𝑙1PN (𝑒𝑡) = −
3

1 − 𝑒2
𝑡

. (5.74)

The last ingredient, required to obtain temporal evolution for the dynamical variables

(𝑟, ¤𝑟, ¤𝜙, 𝜙 = 𝜆 +𝑊), is an accurate and efficient way of solving our 4PN order Kepler equation,

given by Eq. (5.24), which we symbolically write as 𝑙 = ℒ(𝑢, 𝑥, 𝑒𝑡). We employ Mikkola’s method

[130] to numerically solve the 4PN order Kepler equation. Since Mikkola’s method was originally

built and optimized to handle the classical Kepler equation (with no PN corrections), the process

of solving the 4PN order Kepler equation using this method requires the numerical inversion to be

done in a PN iterative manner as detailed in Ref. [3]. The need to bypass this numerical iteration

procedure led us to introduce a new ‘auxiliary eccentric anomaly’ 𝑢̂ such that our 4PN order Kepler

equation takes the same form as the Newtonian one when written in terms of 𝑢̂

ℒ(𝑢, 𝑥, 𝑒𝑡) = 𝑢̂ − 𝑒𝑡 sin 𝑢̂, (5.75)

and therefore we can obtain 𝑢̂ values essentially by employing Mikkola’s method just once on

Eq. (5.75). Thereafter, we evaluate 𝑢 from the PN accurate relation 𝑢 = 𝑢(𝑢̂, 𝑥, 𝑒𝑡) by demanding

that the following equality holds

𝑙 = 𝑢̂ − 𝑒𝑡 cos 𝑢̂ = 𝑢 − 𝑒𝑡 cos 𝑢 + O(𝑥2) , (5.76)

where the RHS of the last equality includes corrections all the way up to 4PN as in Eq. (5.24). The

straightforward way to do so would be to start with an ansatz 𝑢 =
∑C𝑖 (𝑢̂)𝑥𝑖 and plug it into the

RHS of the second equality of Eq. (5.76) and evaluate the undetermined C𝑖 (𝑢̂) as functions of 𝑢̂.

For illustration, we present 𝑢 in terms of 𝑢̂ up to 2PN order as

𝑢 = 𝑢̂ + 𝑥2


𝑒𝑡 𝜂 (4 + 𝜂) sin 𝑢̂
8 (1 − 𝑒𝑡 cos 𝑢̂)2

+ 3 (5 − 2 𝜂)√︃
1 − 𝑒2

𝑡 (1 − 𝑒𝑡 cos 𝑢̂)
arctan

©­­­­«
(√︃

1 − 𝑒2
𝑡 − 1

)
sin 𝑢̂(√︃

1 − 𝑒2
𝑡 − 1

)
cos 𝑢̂ + 𝑒𝑡

ª®®®®¬

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+ O(𝑥3), (5.77)

whereas the 4PN-accurate version of the above equation is provided in the accompanying Mathe-

matica notebook Lengthy Expressions.nb [91, 92]. We have verified that the relative difference

between numerical values of 𝑢 and 𝑢̂ around late inspiral for a handful of cases is∼ 0.0001%−0.01%

with the lower and upper bounds corresponding to cases with 𝑞 ∼ 1 and 3 respectively.

We now sketch our procedure to generate temporally evolving eccentric inspiral ℎ22(𝑡) in a

computationally efficient way. The following steps are required

1. Specify an eccentric BH binary configuration by providing values for {𝑥, 𝑒𝑡 , 𝜆, 𝑙} at an initial

epoch 𝑡0 along with values of fixed parameters like 𝑚1, 𝑚2 and 𝐷.

2. With the help of our numerical solution to 4PN order Kepler equation via Eq. (5.75) and

Eqs. (5.68) for 𝑅, ¤𝑅, 𝜙 and ¤𝜙, we evaluate Eq. (5.59) and obtain the value of ℎ22 at 𝑡0.

3. Thereafter, solve the coupled differential equations for 𝑥, 𝑒𝑡 , 𝜆 and 𝑙 to obtain their values at

𝑡0 + Δ𝑡. Find 𝑅, ¤𝑅, 𝜙, ¤𝜙 and ℎ22 at 𝑡0 + Δ𝑡 using the same steps as before and so on.

This gives the quadrupolar order waveform ℎ22 associated with our eccentric and non-spinning BH

binary that inspirals due to the effect of 3PN-accurate GW emission along 4PN order orbits.

A few comments are required to contrast our approach with the 𝑥-model of Ref. [2]. A close

inspection reveals that our differential equations for 𝑥, 𝑒𝑡 , 𝜆 and 𝑙 do not contain any orbital time scale

variations. However, the numerical treatment of ¤𝜙 equation in the 𝑥-model of Ref. [2] ensures that

the secular and periodic variations are intertwined in their approach, especially while dealing with

the orbital phase evolution. The reason behind this contrast is that we have closed-form solutions for

the orbital time-scale dynamics (in the form of 4PN generalized quasi-Keplerian parameterization)

and hence numerical integration can happen on radiation-reaction time scale. Additionally, we

use Mikkola method to solve our PN Kepler equation without needing to iterate as in Ref. [3]

because of writing the PN Kepler equation in terms of a new variable 𝑢̂(𝑢). These features make

our computation routine efficient, apart from being accurate (3PN and 4PN accurate in reactive
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and conservative dynamics, respectively). It should be noted that we have not incorporated the

GW emission induced orbital time scale variations to 𝑥, 𝑒𝑡 , 𝜆 and 𝑙, as detailed in Refs. [101, 102],

although this is fairly straightforward to do so using our prescription. However, it will be rather

difficult to include such periodic contributions in the 𝑥-model of Ref. [2] due to their use of PN-

accurate ¤𝜙(𝑥, 𝑒𝑡 , 𝑢) expression. In what follows, we explain briefly how we attach our eccentric

inspiral ℎ22 to the circular merger ℎ22 model of Ref. [2] while treating their approach as a black

box.

5.3.2 Stitching the circular merger-ringdown waveform to the eccentric inspiral waveform

As mentioned earlier, we exclusively follow Ref. [2] as a black box when it comes to stitching

the merger-ringdown waveform to our inspiral waveform and it involves the following steps. First,

we mark four special time instants: 𝑡ref, 𝑡blend, 𝑡circ and 𝑡peak such that 𝑡ref < 𝑡blend < 𝑡circ < 𝑡peak.

The first two instants correspond to epochs when 𝑥 = 0.11 and 0.12, respectively. Further, the

instant 𝑡circ is the time after which the binary can be treated as circular and 𝑡peak is the time at which

the dominant ℓ = 2, 𝑚 = 2 mode of the GW strain ℎ22 reaches the maximum value in magnitude.

Importantly, Ref. [2] demonstrated the circularization of BBHs with 𝑞 < 3 and initial

eccentricity 𝑒𝑡 ≲ 0.2 (measured when 𝑥 ∼ 0.07) for 𝑡 > 𝑡peak − 30𝑀 . This implies that 𝑡circ =

𝑡peak − 30𝑀 . It allowed Ref. [2] to propose the use of their circular merger model (CMM) for

𝑡 > 𝑡circ. For its construction, three circular, non-spinning BBH waveforms from the Simulating

eXtreme Spacetimes catalog [131] with 𝑞 = 1, 2 and 4 were used and an interpolating function for

the amplitude and frequency was constructed for all 𝑞 values in the range 1 < 𝑞 < 4.

We employ our earlier described PN-accurate eccentric waveform in the interval 𝑡 < 𝑡blend

by specifying the eccentric BBH with its PN parameters (𝑥, 𝑒𝑡 , 𝜙, 𝑙) 5 at a certain initial epoch. We

employ the CMM for 𝑡 > 𝑡circ. This leaves only the ‘blending region’ to deal with, which is the

interval 𝑡blend < 𝑡 < 𝑡circ. Using 23 NR simulations, a fitting function for Δ𝑡 ≡ 𝑡peak − 𝑡ref was

arrived at (see Eq. (9) of Ref. [2]) with 𝑞, 𝑒𝑡 (𝑥 = 0.11) and 𝑙 (𝑥 = 0.11) as its arguments. This Δ𝑡

5Switching from (𝑥, 𝑒𝑡 , 𝜆, 𝑙) to (𝑥, 𝑒𝑡 , 𝜙, 𝑙) is easy since 𝜙 = 𝜆 +𝑊 (𝑢(𝑙))
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fit is crucial to model the waveform in the blending region as we soon see below in Eqs. (5.78).

Let us mention that there was a certain “NR-PN” fitting done in Ref. [124] which made it

possible to assign PN parameters (𝑥 and 𝑒) to the 23 NR simulations in Table I of Ref. [2]; the

top row of the table displays those PN parameters. Assignment of these parameters was crucial

to performing the above mentioned Δ𝑡 fit and by extension, constructing the IMR waveform of

Ref. [2]. As expected, this NR-PN fitting is sensitive to the PN model used and becomes less so if

the fit is performed earlier during the inspiral phase, as is evident in Figs. 4 and 5 of Ref. [124].

This is so because the PN parameter is smaller during earlier stages of inspiral. Since Ref. [124]

explicitly mentions that the authors chose the earliest possible fitting interval to extract “a unique

set of PN parameters”, we don’t feel the need to redo these NR-PN fits and thereby the Δ𝑡 fit. Hence

we don’t perform them and stick with Eq. (9) of Ref. [2] for our IMR waveform.

Now we discuss how to deal with the blending region. The waveform is written as ℎsig =

𝐴𝑒𝑖𝜙𝑤 with 𝜔𝑤 ≡ ¤𝜙𝑤. The subscript ‘𝑤’ stand for ‘wave’ and serves to distinguish 𝜙𝑤 and 𝜔𝑤 from

the orbital phase 𝜙 and frequency 𝜔. The IMR waveform in the blending region is then given by

Eqs. (10)-(17) of Ref. [2] which we reproduce almost exactly below (with the superscripts ‘PN’

and ‘circ’ standing for the PN waveform model and the CMM)6

𝑡peak = 𝑡ref + Δ𝑡, (5.78a)

𝑡circ = 𝑡peak − 30𝑀, (5.78b)

𝛼(𝑡) = T (𝑡; 𝑡blend, 𝑡circ), (5.78c)

ℎsig(𝑡) = 𝐴(𝑡)𝑒𝑖𝜙𝑤 (𝑡) , (5.78d)

𝐴(𝑡) = (1 − 𝛼(𝑡))𝐴PN + 𝛼(𝑡)𝐴circ(𝑡 − 𝑡peak), (5.78e)

𝜔𝑤 (𝑡) = (1 − 𝛼(𝑡))𝜔PN
𝑤 + 𝛼(𝑡)𝜔circ

𝑤 (𝑡 − 𝑡peak), (5.78f)

𝜙𝑤 (𝑡) =
∫ 𝑡

𝜔𝑤 (𝑡′)𝑑𝑡′. (5.78g)

6Eqs. (5.78e) and (5.78f) are different from Eqs. (14) and (15) of Ref. [2] because there are typos in the latter set
of equations.
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T (𝑡, 𝑡1, 𝑡2) =



0 𝑡 ≤ 𝑡1,[
exp

(
𝑡2−𝑡1
𝑡−𝑡1 +

𝑡2−𝑡1
𝑡−𝑡2

)
+ 1

]−1
𝑡1 < 𝑡 < 𝑡2,

1 𝑡 ≥ 𝑡2.

(5.79)

A few remarks in regard to the above equations are in order. 𝐴PN, 𝜔PN
𝑤 , 𝐴circ and 𝜔circ

𝑤 refer to

the values of the amplitude and frequency (time derivative of the phase) of the PN and the CMM

waveforms, respectively. The function T (𝑡, 𝑡1, 𝑡2) is a smooth function which goes from 0 to

1 between 𝑡1 to 𝑡2 and essentially does the job of ‘blending’ the PN waveform with the CMM

waveform. The argument of 𝐴circ and 𝜔circ
𝑤 in the above equations is (𝑡 − 𝑡peak) because the CMM

is time-shifted such that the peak occurs at 𝑡 = 0.

We are now in a position to plot the waveforms got from our extension of the eccentric IMR

family of Ref. [2] which we term as the 4-3PN (4PN conservative, 3PN reactive) IMR waveform

in contrast to the 3-2PN (3PN conservative, 2PN reactive) family of Ref. [2]. In Fig. 5.1, we

provide a visual contrast between these two IMR families for two mass ratios, namely 𝑞 = 1 and

3. Clearly, some dephasing is evident near the late inspiral and it may be attributed to the use of

3PN-accurate effects of GW emission in our approach. Let us mention that we have added some

missing terms in the expression of ¤𝑥 in the Mathematica package accompanying Ref. [2] prior to

plotting. Further, we have gauge-transformed the eccentricity parameter before making the above

comparison because the work of Ref. [2] was done in the harmonic gauge. We now move on to

explore preliminary data analysis implications of our time-domain IMR waveforms.

5.3.3 Preliminary data analysis implications

It will be interesting to explore the de-phasing and possible data analysis implications of

our updated eccentric IMR waveform family in comparison with what is available in the literature.

A cursory look of the Fig. 5.1 reveals that the effect of neglecting 3PN contributions to the GW

emission can be substantial and we infer that this is mainly due to the late inspiral stage de-phasing

of 4-3PN IMR waveform in contrast to the 3-2PN family. Therefore, we here restrict our attention
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to explore the implications of our 4PN order contributions to the conservative dynamics while

keeping the radiation reactions effects fixed at the 3PN order. Further, we restrict our attention to

the inspiral domain only. The plots in Fig. 5.2 provide visual comparisons between the members

of the eccentric 4-3PN and 3-3PN inspiral waveform families and the associated orbital phase

differences for 3 different initial values of orbital eccentricity. The plotted waveforms on the left

panels of the first two rows are visually indistinguishable and their differences in the accumulated

orbital phases are less than a fraction of a radian. However, the plots in the bottom row suggests that

the effects of 4PN contributions to the conservative dynamics can shift the location of periastron

passages in the moderately high initial eccentricity scenario as is evident from the differences in

the peaks of these two waveform families. Additionally, the accumulated orbital phase difference

can be roughly a radian for such eccentric binaries. Therefore, it is reasonable to expect that 4PN

order contributions to the conservative orbital dynamics should be relevant for high eccentric black

hole binaries.

We now move on to probe a preliminary GW data analysis implications of our 4PN order

corrections to the orbital dynamics by computing certain “faithfulness” estimates between the

members of the above two inspiral families. The faithfulness between two GW signals ℎ1(𝑡) and

ℎ2(𝑡) is defined as the following integral, maximized over the time and phase of coalescence 𝑡𝑐 and

𝜙𝑐 such that [2, 132, 133]

𝐹 (ℎ1, ℎ2) ≡ max
𝑡𝑐 ,𝜙𝑐

(ℎ1(𝑡𝑐, 𝜙𝑐), ℎ2)√︁
(ℎ1, ℎ1) (ℎ2, ℎ2)

, (5.80)

and the above inner product between two waveforms (ℎ1, ℎ2) being defined as

(ℎ1, ℎ2) ≡ 4ℜ
∫ 𝑓max

𝑓min

ℎ̃∗1( 𝑓 ) ℎ̃2( 𝑓 )
𝑆h( 𝑓 )

𝑑𝑓 , (5.81)

where ℎ̃𝑖 ( 𝑓 ) stands for the Fourier transform of ℎ𝑖 (𝑡) and 𝑆ℎ ( 𝑓 ) is the noise power spectral density

of the aLIGO detector. For the present analysis, we employed the zero-detuned, high-power noise

configuration of aLIGO [134]. The faithfulness plots of Fig. 5.3 are for non-spinning compact
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Figure 5.1: Plots of GW strains that originate from (4PN-3PN) waveform against the 3PN-2PN
IMR waveform.

binaries of different mass ratios. The faithfulness values are above the traditional 0.97 value for

equal mass binaries which suggest that 3-3PN inspiral templates are ‘faithful’ to the expected 4-3PN

inspiral GW signals [133]. Additionally, the above commonly accepted lower bound ensures the

recovery of 90% of the hidden signals in the noisy data [135, 136]. However, the 3-3PN inspiral

templates need not be ‘faithful’ to their 4-3PN counterparts for moderately eccentric and unequal

mass compact binaries as evident from the plots in the right panel of Fig. 5.3. Therefore, it should

be interesting to pursue computations to incorporate the effects of 4PN hereditary contributions to

the conservative dynamics and model the resulting inspiral templates.

A true measure of validity of our 4-3PN IMR waveform can be had from comparisons

with the corresponding NR simulations which we do not perform here. However it’s reasonable

to expect our IMR waveform to be valid across a slightly larger parameter range than that for the

waveform of Ref. [2] although we have not checked it. As far as the Ref. [2] is concerned, the

faithfulness 𝐹 (defined in Eq. (5.80)) between their IMR waveform and the NR counterparts > 0.97

for systems with 𝑀 ≤ 85𝑀⊙, 𝑒𝑡 (7) ≤ 0.08, 𝑞 ≤ 3 and 𝑀 ≥ 70𝑀⊙, 𝑒𝑡 (7) ≲ 0.05, 𝑞 ≤ 3 with 𝑒𝑡 (7)

here standing for the eccentricity at ∼ 7 cycles before the merger. This faithfulness was computed

in Ref. [2] with the detector configuration of the first observing run (O1) of advanced LIGO with
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Figure 5.2: Inspiral GW strains associated with the (4PN-3PN) and (3PN-3PN) inspiral waveforms
and the dephasing.
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Figure 5.3: Faithfulness plots between 4PN-3PN and 3PN-3PN IMR waveforms (left panel) and
the associated inspiral only waveforms (right panel) .

𝑓min (lower frequency limit in Eq. (5.80)) being 30 Hz.

It should be obvious that the validity range in eccentricity of our inspiral prescription (based

on PN equations) should be much larger than that for the entire IMR waveform. This is so because

stitching the inspiral part with the CMM part severely restricts the validity range of the IMR

waveform in eccentricity as the CMM assumes that the BBH has circularized towards the merger.

We therefore also present a derived package which outputs the waveform by only using the PN

equations of motion [91, 92] and is valid for much higher 𝑒𝑡’s. Recall that most of our PN equations

are exact in 𝑒𝑡 , except for the Padé approximants, all of which do reasonably well up to 𝑒𝑡 ≲ 0.85.

Of course, this PN package can be trusted for the inspiral part only.

5.4 Summary and Next Steps

We incorporated the dynamics entailed by the 4PN-accurate Hamiltonian for non-spinning

compact binaries, available in Ref. [86]. This was done using Keplerian type solution for the local

part of the Hamiltonian and canonical perturbation theory for the non-local part. We ignored certain

zero-average, oscillatory terms from our solution arising due to 4PN tail effects. Additionally, we

provided consistency checks with existing results and detailed checks on the correctness of our

lengthy results. Thereafter, we employed our results to obtain an eccentric IMR family by adapting
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what is done in Ref. [2]. This included providing an accurate and efficient implementation of GW

phasing approach of Ref. [101] to model the inspiral part of eccentric IMR family. A preliminary

and quick study revealed that the conservative 4PN order contributions should be relevant for BH

binaries with high mass ratios and moderately high initial eccentricities.

We modify the publicly available Mathematica package [90] of Ref. [2] to obtain our

updated eccentric IMR family using our 4PN-order parametric solution [91, 92]. We also present

a derived package which makes use of only the PN equations of motion to produce the waveforms

and hence can be trusted only for the inspiral part. Since this second package does not use the

circular-merger-model, it should be valid for a much higher range of 𝑒𝑡 (𝑒𝑡 ≲ 0.85) than our former

package.

There are a number of extensions that should be pursued in the near future to provide a ready-

to-use time domain eccentric IMR templates. Naturally, such a waveform family should be able to

model eccentric mergers that should allow us to model BH binaries with moderately high initial

eccentricities of 𝑒𝑡 ∼ 0.5. A very recent effort that developed a method to reconstruct eccentric

merger waveforms from its circular counterparts, detailed in Ref. [137], should be helpful for such

an effort. It will be interesting to stitch what is done in Ref. [137] to our inspiral approximant and

probe its validity with the full NR based eccentric IMR waveforms for various initial eccentricities

and mass ratios. It will be also desirable to include the spin effects to our inspiral part as these

effects are now fully computed to the next-to-leading order [138, 139]. However, it will be

desirable to develop Keplerian type parametric solution associated with these next-to-leading order

effects by extending what is pursued in Ref. [125]. Additionally, efforts should be pursued to

extend our solution for non-spinning binaries to higher PN orders since the action and Hamiltonian

computations of compact binaries have recently been pushed to 6PN [140–142]. Very recent efforts

suggest that it should be possible to include 4PN order contributions to the GW emission in the

coming years [143, 144]. However, this will require us to provide our improved Keplerian type

parametric solution to 4PN order in the modified harmonic gauge with the help of Ref. [111].

We plan to complete 4PN-accurate GW phasing for eccentric binaries with such inputs while
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incorporating the currently missing radiation reaction induced periodic terms in orbital elements

that appear at 2.5PN, 3.5PN and 4PN orders [101, 102].

5.5 Appendix: canonical perturbation theory

Focusing our attention on an integrable and one degree of freedom7 system for now, we

have the total Hamiltonian (unperturbed plus the perturbation) written as

𝐻 (𝜙0, 𝐽0) = 𝐻0(𝐽0) + 𝜖𝐻1(𝜙0, 𝐽0), (5.82)

where (𝜙0, 𝐽0) are the action-angles of the unperturbed system. If the perturbed system is also

integrable in the perturbative sense, then there exists a canonical transformation to the new action-

angles (𝜙0, 𝐽0) ↔ (𝜙, 𝐽) such that 𝐸 (𝐽) is the total Hamiltonian in terms of the new action 𝐽:

𝐸 (𝐽) = 𝐻 (𝜙0, 𝐽0). With a type-2 generator 𝑆(𝜙0, 𝐽) of the form

𝑆(𝜙0, 𝐽) = 𝜙0𝐽 + 𝜖𝑆1(𝜙0, 𝐽) + O(𝜖2), (5.83)

we have

𝐽0 =
𝜕𝑆

𝜕𝜙0
= 𝐽 + 𝜖 𝜕𝑆1

𝜕𝜙0
+ O(𝜖2), (5.84)

𝜙 =
𝜕𝑆

𝜕𝐽
= 𝜙0 + 𝜖

𝜕𝑆1
𝜕𝐽
+ O(𝜖2). (5.85)

One of the main results of the canonical perturbation theory is that the leading and the linear in 𝜖

order contributions to 𝐸 (𝐽) = 𝐸0(𝐽) + 𝜖𝐸1(𝐽) + O(𝜖2) read

𝐸0(𝐽) = 𝐻0(𝐽) (5.86)

𝐸1(𝐽) = 𝐻1(𝜙0, 𝐽) +
𝜕𝐻0
𝜕𝐽

𝜕𝑆1
𝜕𝜙0

. (5.87)

7One degree of freedom implies one position and one conjugate momentum variable. Integrability is equivalent to
the existence of action-angle variables [113].
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It is implied here that 𝐻0(𝐽) and 𝐻1(𝜙0, 𝐽) have the same functional dependence on 𝐽 as 𝐻0(𝐽0)

and 𝐻1(𝜙0, 𝐽0) have on 𝐽0. We have borrowed the above concept and presentation largely from

Sec. 6.3 of Ref. [113] ; the reader is referred to it for more details, including how to obtain 𝑆1.

Evaluation of 𝑆1 is required to get the perturbed action-angles from the unperturbed ones.

As explained in Ref. [104], it is easy to see from Eq. (5.87) that a term of the form

𝐴(𝐽) cos 𝑛𝜙0 in𝐻1 (with 𝑛 being a non-zero integer) can be eliminated by a term−𝐴(𝐽) sin 𝑛𝜙0/(𝑛Ω)

in 𝑆1 whereΩ(𝐽) ≡ 𝜕𝐻0(𝐽)/𝜕𝐽. And since all the sine terms in𝐻1 can also be eliminated similarly,

all there is left to deal with is the non-oscillatory part of 𝐻1 possessing a non-zero average over 𝜙0.

Hence, we can write

𝐸1(𝐽) = 𝐻1, (5.88)

where 𝐻1 denotes the average of 𝐻1(𝜙0, 𝐽) over 𝜙0.

Actually, this technique of averaging the perturbation is basically the von Zeipel-Brouwer

technique applied to the Kepler problem (also known as the Delaunay technique). The von Zeipel-

Brouwer technique is one of the many degenerate perturbation techniques [115], which differs

from the non-degenerate one [113] in one crucial aspect that the averaging is not performed over

all the angles (as in non-degenerate perturbation theory) but rather only a subset of them. This

variation of the non-degenerate method can cure the problem of vanishing denominators which

occurs when one tries to apply non-degenerate perturbation method to a degenerate system, such

as the Newtonian Kepler system.

5.6 Appendix: the “semi-perturbation” scheme: neglecting oscillatory corrections to action-

angles

The main results of canonical perturbation theory are mainly contained in Eqs. (5.84),

(5.85), (5.86), (5.87), and (5.88), along with an equation for 𝑆1, which we don’t present. But often

it is not necessary to retain all the information contained in these equations. We will elucidate this
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Figure 5.4: The unperturbed, semi-perturbed and fully perturbed trajectories of an SHO with a
quartic (in 𝑞) perturbation.

with a 1 DOF example of a simple harmonic oscillator (SHO).

With (𝑞, 𝑝) being the pair of canonical variables (𝑞 in this appendix does not stand for the

mass ratio), the full Hamiltonian of the perturbed SHO is

𝐻 =
𝑝2

2𝑚
+ 1

2
𝑚𝜔2

0𝑞
2 + 1

4
𝜖𝑚𝑞4 ≡ 𝐻0 + 𝜖𝐻1, (5.89)

where𝜔0 =
√︁
𝑘/𝑚with 𝑘 and𝑚 being the spring constant and the mass of the oscillator respectively.

𝜖 is a small perturbation parameter. This is the subject of Worked Example 6.5 of Ref. [113]. We

will simply use the results obtained there without showing the entire derivation. (𝑞, 𝑝) as a function

of unperturbed action-angles (𝐽0, 𝜙0) is

𝑞 =

√︄
2𝐽0
𝑚𝜔0

sin 𝜙0,

𝑝 =
√︁

2𝐽0𝑚𝜔0 cos 𝜙0,

(5.90)
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whereas Eqs. (5.84) and (5.85) connect the unperturbed action-angles with the perturbed ones as

(with 𝜇 = 1/𝑚𝜔2
0)

𝐽0 = 𝐽 + 𝜖 𝜇𝐽
2

8𝜔0
(4 cos 2𝜙 − cos 4𝜙) + O(𝜖2),

𝜙0 = 𝜙 − 𝜖 𝜇𝐽
4𝜔0

(
2 sin2 𝜙 + 3

)
sin 𝜙 cos 𝜙 + O(𝜖2).

(5.91)

Note that Eqs. (5.91) look a little different than the ones in the Worked Example 6.5 of Ref. [113]

because we have swapped 𝜙 ↔ 𝜙0 in linear in 𝜖 term. This is justified since it makes a difference

at the O(𝜖2) absolute order. Finally, Eqs. (5.86) and (5.87) give the perturbed Hamiltonian and the

perturbed frequency as

𝐸 (𝐽) = 𝜔0𝐽 + 𝜖
3𝜇
8
𝐽2 + O(𝜖2),

𝜔 =
𝜕𝐸

𝜕𝐽
= 𝜔0 + 𝜖

3𝜇
4
𝐽 + O(𝜖2).

(5.92)

We now try to describe this system at three varying levels of complication: (i) unperturbed

(least accurate) (ii) fully perturbed (most accurate) (iii) semi-perturbed (slightly less accurate than

the “fully perturbed” scheme).

1. Unperturbed: The equations of motion (EOMs) are Eqs. (5.90) with 𝜙0 = 𝜔0𝑡 and a given

fixed value of 𝐽0. The unperturbed action 𝐽0 stays constant during evolution.

2. Fully perturbed: The EOMs are Eqs. (5.90), (5.91) and (5.92) with 𝜙 = 𝜔𝑡 with 𝐽 (rather than

𝐽0) staying constant.
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3. Semi-perturbed: The EOMs are

𝑞 = 𝑞(𝐽0, 𝜙0) | (𝐽0,𝜙0)→(𝐽,𝜙) =

√︄
2𝐽
𝑚𝜔0

sin 𝜙,

𝑝 = 𝑝(𝐽0, 𝜙0) | (𝐽0,𝜙0)→(𝐽,𝜙) =
√︁

2𝐽𝑚𝜔0 cos 𝜙,

(5.93)

again with 𝜙 = 𝜔𝑡. In other words, in the semi-perturbed scheme, (𝑞, 𝑝) are taken to have the

same dependence on (𝐽, 𝜙) as they have on (𝐽0, 𝜙0). Along with this, we also have Eqs. (5.92).

Thus, in the semi-perturbed scheme, the oscillatory corrections to action-angles and the generating

function 𝑆 (Eqs. (5.84), (5.85) and (5.83)) don’t need to be computed and hence can be ignored.

This leads to significant simplifications when compared to the fully perturbed case without much

loss of information, as we will see below. An example of these zero-average oscillatory corrections

are the sinusoidal terms in Eqs. (5.91).

To see what concrete effects the three above schemes bring about, we plot the respective

trajectories in the phase space for all the three cases in Fig. 5.4, for the following numerical values:

𝑘 = 1 N/m, 𝑚 = 1 kg, 𝐽 = 𝐽0 = 1 kg m2/s, 𝜖 = 0.2. The closed contours denote the trajectories and

the three rays denote the phase swept (arctan(𝑚𝜔0𝑞/𝑝)) for all the above three cases from 𝑡 = 0 to

𝑡 = 5.8 s (an arbitrarily chosen numerical value). Since 𝜙0(𝑡 = 0) = 𝜙(𝑡 = 0) = 0, at 𝑡 = 0 we start

from the points where the closed trajectories of Fig. 5.4 intersect the positive 𝑝-axis for all the above

three cases. At the final time 𝑡 = 5.8 s, in the fully perturbed and semi-perturbed cases, we have

swept a little over a full revolution whereas in the unperturbed case, we have a significant phase lag

compared with the other two. The full effect of the perturbation 𝜖𝐻1 (corresponding to the “fully

perturbed” case above) is that the perturbed trajectory starts to deform around the unperturbed

one and there is a dephasing which increases with time. The dephasing is due to the frequency

correction term (linear in 𝜖) in Eq. (5.92). In addition, note that the unperturbed trajectory (labeled

by 𝐽0 = 𝐽𝑁 ) is the “averaged version” of the fully perturbed trajectory (labeled by 𝐽 = 𝐽𝑁 ), with 𝐽𝑁

standing for some numerical value of the action.

Now let’s come to the semi-perturbed case. The semi-perturbed approximation gives us
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the same trajectory as the unperturbed one (see Fig. 5.4), but with a phase (yellow ray) that differs

from the fully perturbed phase (green ray) in an oscillatory fashion, rather than secular. This

means that we get the averaged version of the fully perturbed trajectory and a small amount of

oscillatory dephasing with respect to the fully perturbed one, which does not grow in time and

whose time-average is zero. The upshot is that instead of capturing the full perturbation effect,

we can settle with the semi-perturbed case which has got no secular differences (either in phase or

amplitude) with respect to the fully perturbed case. This way we don’t need to compute 𝑆. Similar

approaches have been adopted in some textbooks (Sec. 12.3 and 12.4 of Ref. [114]). Even from the

GW data analysis point of view, it is the secular effects that matter much more than the oscillatory

ones because the method of matched filter employed in the analysis builds up signal-to-noise ratio

by following the phase of the two waveforms to be matched in a coherent manner [145–147].

It is important to note that to model the system using the semi-perturbed scheme, one needs

to be given the numerical values of (𝐽, 𝜙) at some initial time; initial values of (𝑞, 𝑝) or (𝐽0, 𝜙0)

won’t do. On the other hand, initial numerical values of (𝑞, 𝑝) or (𝐽0, 𝜙0) are required to model the

system as per the unperturbed and the fully-perturbed schemes. All this is not a cause for concern

because the 4-3PN IMR Mathematica package [91, 92] provided with this thesis requires the user

to input the PN parameter 𝑥 and eccentricity which are ultimately related to the perturbed actions

of the BBH system.
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CHAPTER 6

CONVERGENCE OF FOURIER-DOMAIN TEMPLATES FOR INSPIRALING ECCENTRIC

COMPACT BINARIES

The contents of this chapter can be found at Ref. [148].

6.1 Introduction

This chapter is motivated by the possibility of identifying the formation channels of binary

black holes (BBHs) using a combination of Earth- and space-based GW detectors [149–152], and

in particular by the prospect of using eccentricity measurements to distinguish between two of the

main proposed formation channels [153–155]: field and dynamical formation. Most BBHs are

expected to circularize by the time they enter the most sensitive band of ground based detectors, so

we must rely on measurements of masses, spins, redshifts and kicks to distinguish between different

formation scenarios [156–165]. However, typical BBH eccentricities are larger for binaries formed

dynamically than for binaries formed in the field (see e.g. Fig. 1 of [155]), at the typical frequencies

∼ 10−2 Hz targeted by the planned Laser Interferometer Space Antenna (LISA) [166]. Therefore

LISA has the potential to measure BBH eccentricities and to shed light on their formation channel

in a way that is complementary to ground based detectors [153–155, 167–173].

There is a large body of work extending the pioneering study of GWs from eccentric compact

binaries by Peters and Mathews [121], where the binary dynamics was treated at Newtonian order,

to higher post-Newtonian (PN) orders. The first analytic Fourier-domain templates were calculated

within the stationary-phase approximation for arbitrary initial eccentricity, including the effect of

periastron advance, in [174]. Analytical expressions for the decay of the orbital parameters under

radiation reaction using hypergeometric functions were derived in [175–177] at Newtonian order,
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and in [177] at 1PN order. A Kepler-like parametrization was introduced and extended up to 3PN

order in [79, 93, 94], and the decay of the orbital parameters under radiation reaction was computed

in [178–181]. Now the evolution of the orbital parameters under radiation reaction is known up to

3.5 PN order [182, 183]. A time-domain template for compact binaries where the orbital elements

were evolved via numerical integration was introduced in Ref. [3], and it can be regarded as the

eccentric extension of the popular TaylorT4 approximant for quasicircular binaries.

In the analysis of quasicircular binary inspirals it is common to use analytic Fourier-domain

templates computed within the stationary-phase approximation (SPA), such as the TaylorF2 tem-

plate. Reference [184] generalized these Fourier-domain templates to eccentric binaries, computing

templates which are valid at Newtonian order and up to order 𝑒8
0 in a small-eccentricity expansion of

the phase (here 𝑒0 is defined to be the eccentricity at some reference orbital frequency 𝑓orb = 𝑓orb, 0).

This work was extended to 2PN-𝑒6
0 in Ref. [3], which will be the starting point of our

study. Moore et al. [185] extended Ref. [3] to 3PN order, but only at leading order in 𝑒0. All of the

templates above are valid at Newtonian order in amplitude and do not include the effect of periastron

advance in the phase. Reference [186] constructed analytic templates which are valid for arbitrary

initial eccentricity 𝑒0 within the SPA using a truncated sum of harmonics and hypergeometric

functions. This work was recently extended to 3PN accuracy [187], and efforts are underway to

extend Ref. [184] up to 3PN-𝑒6
0 order in phase and 1PN order in amplitude, incorporating periastron

advance effects [188].

With so many parallel efforts on analytic Fourier-domain eccentric templates underway, it

is crucial to investigate the convergence of these proposed GW templates. This is the main goal

of our work. We study the convergence properties of the 2PN-𝑒6
0 accurate template proposed in

Ref. [3]. This “fiducial template” is a sum over harmonics (labeled by 𝑗), where each harmonic has

a phase which itself is a bivariate series in the initial eccentricity 𝑒0 and in the PN parameter

𝑥 ≡
(
2𝜋𝐺𝑚𝑧 𝑓orb

𝑐3

)2/3
, (6.1)
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where 𝑓orb is the orbital frequency for a circular binary, and 𝑚𝑧 = (1 + 𝑧)𝑚 is the redshifted total

mass of the binary. A preliminary, more limited investigation of the convergence of this bivariate

series in the context of parameter estimation can be found in [189]. Our work should be helpful

in guiding future efforts to extend the above templates to higher orders, and it can readily be

generalized as soon as more accurate templates become available.

We focus on the convergence of the expansion of the phasing (rather than the amplitude)

because the phasing is known to have greater impact on detectability and parameter estimation.

We first drop some terms from the fiducial template to get (presumably) less accurate “reduced”

templates, then we perform calculations of the so-called “unfaithfulness” between these reduced

templates and the fiducial 2PN-𝑒6
0 accurate template to assess the importance of the dropped term(s).

We also investigate the conditions under which systematic errors due to dropping high-order terms

from the fiducial template exceed the statistical errors. This is useful because whenever systematic

errors are negligible with respect to statistical errors, one can choose a truncated template to improve

computational efficiency in parameter estimation. Finally we study the convergence of statistical

errors.

The chapter is organized as follows. Section 6.2 describes the waveform model and gives

details on our calculation of matches and Fisher matrices. Section 6.3 is an overview of data analysis

concepts that are relevant for our study. Our results on unfaithfulness are presented in Sec. 6.4.1,

the comparison of systematic and statistical errors is shown in Sec. 6.4.2, and the convergence of

statistical errors is studied in Sec. 6.4.3. In Sec. 6.5 we summarize our main results and outline

directions for future work. To improve readability, some technical details are relegated to the

Appendices. Appendix 6.6 illustrates why certain cross terms in the Fisher matrix integrands can

be neglected due to their oscillatory nature, and Appendix 6.7 defines beam pattern functions and

other quantities appearing in the calculation of the GW strain. The code used in our analysis is

publicly available online [190].
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6.2 Waveforms, match and Fisher matrix calculations

In this section we describe our waveform model, and then we give details of our unfaithful-

ness and Fisher matrix calculations.

Our analytic frequency-domain GW template for compact binaries inspiraling in eccentric

orbits uses Newtonian amplitudes, the first six harmonics ( 𝑗 = 1, . . . , 6), and a 2PN-𝑒6
0 accurate

phase. Here 𝑒0 is the eccentricity at which the orbital frequency of the binary is 𝑓0/2, and we

(somewhat arbitrarily) set 𝑓0 = 10 mHz. In other words, when the binary has eccentricity 𝑒0, the

second harmonic (which dominates the signal for small eccentricities) has frequency 𝑓0. From

Appendix 6.7 and Eq. (3.11) of [184] it follows that if we include six harmonics, the expression

of 𝑒 used in the amplitude should be accurate up to 𝑂 (𝑒3
0). Below we list the relevant expressions

only at Newtonian order for illustration, but in the actual calculations we retained all terms up to

2PN-𝑒6
0 order; these can be found in Appendix A of [3]. The waveform in the stationary phase

approximation has the form

ℎ̃( 𝑓 ) =
√

3
2
Ã

(
𝐺𝑚𝑧𝜋 𝑓

𝑐3

)−7/6 6∑︁
𝑗=1
𝜉 ( 𝑓 , 𝑗)

(
𝑗

2

)2/3
𝑒−𝑖(𝜋/4+Ψ( 𝑓 , 𝑗)−𝜙𝐷 ( 𝑓 , 𝑗)) , (6.2)

where the symmetric mass ratio 𝜂 = 𝑚1𝑚2/𝑚2,

Ã = −
(
5𝜂𝜋
384

)1/2𝐺2𝑚2
𝑧

𝑐5𝐷𝐿

, (6.3a)

𝜉 ( 𝑓 , 𝑗) =
(
1 − 𝑒( 𝑓 , 𝑗)2

)7/4(
1 + 73

24𝑒( 𝑓 , 𝑗)2 +
37
96𝑒( 𝑓 , 𝑗)4

)1/2 (Γ( 𝑓 , 𝑗) + 𝑖 Σ( 𝑓 , 𝑗)) , (6.3b)

the quantity 𝐷𝐿 is the luminosity distance to the source, and

Γ( 𝑓 , 𝑗) = 𝐹+( 𝑓 , 𝑗)𝐶 𝑗
+ ( 𝑓 ) + 𝐹×( 𝑓 , 𝑗)𝐶

𝑗
×( 𝑓 ) , (6.4)

Σ( 𝑓 , 𝑗) = 𝐹+( 𝑓 , 𝑗)𝑆 𝑗+( 𝑓 ) + 𝐹×( 𝑓 , 𝑗)𝑆
𝑗
×( 𝑓 ) . (6.5)
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The definitions of 𝐹+, 𝐹×, 𝐶 𝑗
+, 𝐶

𝑗
×, 𝑆

𝑗
+, 𝑆

𝑗
× are given in Appendix 6.7. The Fourier phase Ψ( 𝑓 , 𝑗) and

𝑒( 𝑓 , 𝑗), up to the leading PN order and sixth order in 𝑒0, are given by

Ψ( 𝑓 , 𝑗) = 𝑗𝜙𝑐 − 2𝜋 𝑓 𝑡𝑐 −
3

128𝜂

(
𝐺𝑚𝑧𝜋 𝑓

𝑐3

)−5/3 (
𝑗

2

)8/3
C( 𝑓 , 𝑗), (6.6)

𝑒( 𝑓 , 𝑗) = 𝑒0𝜒( 𝑓 , 𝑗)−19/18 + 3323
1824

𝑒3
0

(
𝜒( 𝑓 , 𝑗)−19/18 − 𝜒( 𝑓 , 𝑗)−19/6

)
+

(
15994231
6653952

𝜒( 𝑓 , 𝑗)−19/18

−11042329
1108992

𝜒( 𝑓 , 𝑗)−19/6 + 50259743
6653952

𝜒( 𝑓 , 𝑗)−95/18
)
𝑒5

0, (6.7)

with 𝜒( 𝑓 , 𝑗) = 2 𝑓 /( 𝑗 𝑓0) and

C( 𝑓 , 𝑗) = 1 − 2355
1462

𝑒2
0 𝜒( 𝑓 , 𝑗)

−19/9 +
(
−2608555

444448
𝜒( 𝑓 , 𝑗)−19/9 + 5222765

998944
𝜒( 𝑓 , 𝑗)−38/9

)
𝑒4

0

+
(
−1326481225

10134144
𝜒( 𝑓 , 𝑗)−19/9 + 173355248095

455518464
𝜒( 𝑓 , 𝑗)−38/9 − 75356125

3326976
𝜒( 𝑓 , 𝑗)−19/3

)
𝑒6

0.

(6.8)

We also introduced the Doppler phase

𝜙𝐷 ( 𝑓 , 𝑗) = 2𝜋𝑅 𝑓 sin 𝜃𝑆 cos
(
𝜙( 𝑓 , 𝑗) − 𝜙𝑆

)
, (6.9)

where 𝑅 = 1𝐴𝑈 and the orbital phase 𝜙( 𝑓 , 𝑗) of LISA’s barycenter around the Sun is

T0𝜙( 𝑓 , 𝑗) = 2𝜋𝑡 ( 𝑓 , 𝑗)

= 2𝜋𝑡𝑐 +
𝐺𝑚𝑧

𝜂𝑐3

(
2𝐺𝑚𝑧𝜋 𝑓

𝑗𝑐3

)−8/3
(
− 5

256
+

785𝑒2
0

11008
𝜒( 𝑓 , 𝑗)−19/9 + 𝑒4

0

(
− 5222765

14475264
𝜒( 𝑓 , 𝑗)−38/9

+ 2608555
10039296

𝜒( 𝑓 , 𝑗)−19/9
)
+ 𝑒6

0

(
75356125
35487744

𝜒( 𝑓 , 𝑗)−19/3 + 17355248095
6600720384

𝜒( 𝑓 , 𝑗)−38/9

+ 1326481225
2288959488

𝜒( 𝑓 , 𝑗)19/9
))
. (6.10)

Here 𝑇0 = 1 yr, the angles (𝜃𝑆, 𝜙𝑆) define the direction of the source in the Solar barycenter frame,

and 𝑡𝑐 and 𝜙𝑐 denote the time and phase at coalescence, respectively [191, 192]. The amplitudes
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𝐶
𝑗
+, 𝐶

𝑗
×, 𝑆

𝑗
+, 𝑆

𝑗
× are computed by keeping the first two terms in the expansion of Eq. (6.7): cf.

Appendix 6.7. This is consistent with retaining a Newtonian amplitude and six harmonics. The

beam pattern functions 𝐹+ and 𝐹× depend on 𝑓 and 𝑗 through 𝜙( 𝑓 , 𝑗). The equations listed above

are of order 𝑥0 in a PN expansion, hence they do not depend on 𝑥.

2PN (𝑥2) A B C D
1.5PN (𝑥3/2) E

1PN (𝑥1) F
Newtonian

(𝑥0) G

𝑒0
0 𝑒2

0 𝑒4
0 𝑒6

0

Table 6.1: Template naming conventions. According to the alphabetical naming convention, the
template obtained by dropping terms corresponding to the letters B, C and D from the phase is called
“template B”, and so on (see text). In the curly bracket convention, the

{
𝑒2

0
}

template is obtained
by retaining terms of order up to 𝑒2

0 (i.e., the two leftmost columns). Additionally, “template H”
corresponds to dropping cells C, D and E from the fiducial template.

The above template is slightly modified with respect to Ref. [3]: the amplitude has an extra

factor of
√

3/2 to account for the 60◦ opening angle of the LISA arms [193], and the Fourier phase

has been changed from Ψ to (Ψ − 𝜙𝐷) to account for the Doppler phase due to the motion of the

detector around the Sun [189, 192].

6.2.1 Fiducial template and truncated templates

We will now introduce the structure of the templates used in our calculations. We refer

to the 2PN-𝑒6
0 order accurate template of [3] as the “fiducial template”. To assess convergence,

we also consider various “truncated templates,” i.e., templates derived from the fiducial one by

dropping certain terms in the phase. The amplitude of all templates is accurate at Newtonian order

and O(𝑒4), because the phase plays a more important role than the amplitude for detection and

parameter estimation (see e.g. [3, 182–184]).

Table 6.1 illustrates the difference between the various templates. Each cell in the table

represents a term of a certain order in the PN frequency parameter 𝑥 (rows) and in the initial

eccentricity 𝑒0 (columns). We will use two different notations to distinguish between templates.
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A “letter-based” template means that we drop all terms of order greater than or equal to the

corresponding cell in the table. For example, “waveform A” is obtained by neglecting cells A, B,

C and D, i.e., all of the 2PN corrections to the waveform; “waveform B” is obtained by neglecting

cells B, C and D, i.e., all 2PN corrections of order 𝑒2
0 and higher in the initial eccentricity; and

“waveform C” is obtained by neglecting cells C and D. Similarly, “waveform G” is obtained by

neglecting cells G, F, E and D; “waveform F” is obtained by neglecting cells F, E and D; and

“waveform E” is obtained by neglecting cells E and D. “Waveform D” corresponds to neglecting

only the 2PN, 𝑒6
0 term.

We will also use a curly bracket notation {𝑦𝑛}, meaning that the phase is 𝑦𝑛 accurate in the

parameter 𝑦, where 𝑦 stands either for 𝑒0 or for 𝑥 in the bivariate series for the Fourier phase of

Eq. (6.6). For example, the
{
𝑒2

0
}

template is accurate up to order 𝑒2
0 (and 2PN) in phase, i.e., we

retain the first two columns from the left in Table 6.1. Likewise, for the
{
𝑥1} template we retain

terms up to 1PN (and order 𝑒6
0) in phase, i.e., the two bottom rows in Table 6.1.

The fiducial template of Eq. (6.2) is a series of harmonics labeled by the integer 𝑗 , where

the phase Ψ( 𝑓 , 𝑗) of each harmonic is itself a bivariate series in 𝑥 and 𝑒0: cf. Eqs. (6.6) and (6.8).

Here we focus on the convergence of Ψ( 𝑓 , 𝑗) as a bivariate series because, as already mentioned,

the phase of a GW template is more important than the amplitude (as long as 𝑒0 is small, so

that a small-𝑒0 expansion is valid). 1 In this work we have retained only the first six harmonics

( 𝑗 = 1, . . . , 6) in all of our templates. The convergence of the harmonic expansion is an interesting

topic for future work.

1At Newtonian order, the radiation reaction timescale 𝑇rr = 𝜔/ ¤𝜔 (where 𝜔 = 2𝜋 𝑓orb is the angular frequency) is

𝑇rr =
5𝐺M
96𝑐3

(
𝐺M𝜔

𝑐3

)−8/3
[ (

1 − 𝑒2)7/2

1 + 73
24 𝑒

2 + 37
96 𝑒

4

]
.

The quantity in square brackets – say, 𝑍 (𝑒) – must be expanded for small 𝑒 to finally arrive at the expression of the
Fourier phase Ψ which occurs in Eq. (6.2) [184]. Any Taylor series has a radius of convergence equal at most to the
distance from the expansion point (here 𝑒 = 0) and the nearest singularity in the complex plane [194], which here is
located at 𝑒 ∼ ± 0.58 𝑖. Therefore none of our templates should be trusted beyond 𝑒0 ∼ 0.58 (although they may
become unfaithful for much smaller values of 𝑒0).
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6.2.2 Match calculations

Our convergence analysis of PN, small-eccentricity waveforms is based on some data

analysis concepts that we introduce below. First of all, we define the “faithfulness” 𝑀 between

two GW signals ℎ1(𝑡) and ℎ2(𝑡) as the following integral, maximized over the time and phase of

coalescence 𝑡𝑐 and 𝜙𝑐:

𝑀 = max
𝑡𝑐 ,𝜙𝑐

(ℎ1, ℎ2)√︁
(ℎ1, ℎ1) (ℎ2, ℎ2)

, (6.11)

and the “unfaithfulness” as (1−𝑀). The inner product between two waveforms (ℎ1, ℎ2) is defined

as

(ℎ1, ℎ2) = 4ℜ
∫ 𝑓max

𝑓min

ℎ̃∗1( 𝑓 ) ℎ̃2( 𝑓 )
𝑆h( 𝑓 )

𝑑𝑓 , (6.12)

where ℎ̃𝑖 ( 𝑓 ) stands for the Fourier transform of ℎ𝑖 (𝑡) and 𝑆ℎ ( 𝑓 ) is the noise power spectral density

of the LISA detector [195]. The signal-to-noise ratio (SNR) 𝜌 of template ℎ in the detector can be

estimated by

𝜌2(ℎ) = (ℎ|ℎ). (6.13)

Unlike [195], we do not use a sky-averaged response, and thus we should not include the

corresponding factor of 5 in the noise curve. We also treat the two channels separately (so our noise

curve differs by an extra factor of 2) and we include the geometrical factor
√

3/2 in the waveform

definition (6.2), yielding an extra factor of 3/4. For these reasons, we use the noise curve of [195]

without the overall factor 10/3, i.e.,

𝑆ℎ ( 𝑓 ) =
1
𝐿2

[
𝑃OMS( 𝑓 ) +

4𝑃acc( 𝑓 )
(2𝜋 𝑓 )4

] [
1 + 6

10

(
𝑓

𝑓∗

)2
]
+ 𝑆𝑐 ( 𝑓 ), (6.14)

where 𝐿 = 2.5 Gm and 𝑓∗ = 19.09 mHz. Furthermore 𝑃OMS( 𝑓 ), 𝑃acc and the confusion noise
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𝑆𝑐 ( 𝑓 ) are given by

𝑃OMS = (1.5 × 10−11m)2
[
1 +

(
2mHz
𝑓

)4
]

Hz−1, (6.15)

𝑃acc = (3 × 10−15m s−2)2
[
1 +

(
0.4 mHz

𝑓

)2
] [

1 +
(

𝑓

8 mHz

)4
]

Hz−1, (6.16)

𝑆𝑐 ( 𝑓 ) = 𝐴
(
𝑓

Hz

)−7/3
𝑒− 𝑓 𝛼+𝛽 𝑓 sin(𝜅 𝑓 ) [1 + tanh(𝛾( 𝑓𝑘 − 𝑓 ))] Hz−1, (6.17)

where 𝐴 = 9× 10−45 and all parameters have been chosen corresponding to an observation time of

2 years: 𝛼 = 0.165 Hz−1, 𝛽 = 299 Hz−1, 𝜅 = 611 Hz−1, 𝛾 = 1340 Hz−1 and 𝑓𝑘 = 0.00173 Hz.

6.2.3 Fisher matrix and cross terms

Our eccentric GW templates depend on 11 parameters: lnM𝑧, ln 𝜂, 𝑡𝑐, 𝜙𝑐, ln𝐷𝐿 , 𝑒0, 𝜃𝑆, 𝜙𝑆, 𝜃𝐿 , 𝜙𝐿

and 𝛽. HereM𝑧 = 𝜂
3/5𝑚𝑧 is the redshifted chirp mass, 𝜂 = 𝑚1𝑚2/𝑚2 is the symmetric mass ratio,

𝑡𝑐 and 𝜙𝑐 are the coalescence time and orbital phase, 𝐷𝐿 is the luminosity distance and 𝑒0 is the

initial eccentricity, defined as the eccentricity corresponding to an orbital frequency 𝑓orb = 5 mHz

(so that the second harmonic of the radiation is at 10 mHz). The angles (𝜃𝑆, 𝜙𝑆) and the angles

(𝜃𝐿 , 𝜙𝐿) define the direction of the source and of the binary’s orbital angular momentum in the

Solar barycenter frame. Finally, 𝛽 represents the position of the pericenter in the binary’s orbital

frame [184, 196].

Let p = {𝑝𝐴} be a vector whose components are any of these eleven parameters. The Fisher

matrix is defined as the matrix with elements

𝜏𝐴𝐵 = 4ℜ
∫ ∞

0

[
𝜕ℎ̃( 𝑓 )
𝜕𝑝𝐴

∗
𝜕ℎ̃( 𝑓 )
𝜕𝑝𝐵

]
1

𝑆ℎ ( 𝑓 )
𝑑𝑓 . (6.18)

In the high SNR regime, the statistical errors associated with estimating the parameters can be

approximated by the square root of the diagonal elements of the inverse Fisher matrix [197].

Each of our templates ℎ̃( 𝑓 ) is obtained by summing over the first six harmonics, i.e.,

ℎ̃( 𝑓 ) = ∑6
𝑗=1 ℎ̃ 𝑗 . Therefore the integrand above contains 36 terms: 6 “diagonal terms” where
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both harmonics are the same, and 30 “cross terms” involving different harmonics. Examples of a

diagonal term and of a cross term are

4ℜ
∫ ∞

0

[
𝜕ℎ̃1( 𝑓 )
𝜕𝑝𝐴

∗
𝜕ℎ̃1( 𝑓 )
𝜕𝑝𝐵

]
1

𝑆ℎ ( 𝑓 )
𝑑𝑓 , (6.19)

and

4ℜ
∫ ∞

0

[
𝜕ℎ̃2( 𝑓 )
𝜕𝑝𝐴

∗
𝜕ℎ̃3( 𝑓 )
𝜕𝑝𝐵

]
1

𝑆ℎ ( 𝑓 )
𝑑𝑓 , (6.20)

respectively.

Numerical calculations show that the cross terms oscillate rapidly and that they do not

significantly contribute to the integral, so they can be dropped. An analytical justification for this

approximation can be found in Appendix 6.6.

6.2.4 Binary catalog and cosmology

To investigate the statistical properties of our waveforms we use a catalog of 1000 systems.

The individual source-frame masses of the binary components are uniformly distributed between

5M⊙ and 45M⊙. The angles 𝜃𝑆, 𝜙𝑆, 𝜃𝐿 , 𝜙𝐿 are uniformly distributed over the sphere, and the angle

𝛽 is uniformly distributed between [0, 2𝜋]. We set 𝑡𝑐 and 𝜙𝑐 equal to 0. We truncate the Fisher

matrix integrals of Eq. (6.18) at 𝑓max = 1 Hz, and we choose 𝑓min so that the observation time is 2

years. We assume a ΛCDM cosmology and a spatially flat universe with 𝐻0 = 67.36 km/s/Mpc,

Ω𝑀 = 0.3153 and ΩΛ = 0.6847 and we fix 𝑧 = 0.1 (corresponding to 𝐷𝐿 = 447.8 Mpc) for all

binaries.

6.3 Some data analysis background and motivation

There are two kinds of parameter estimation errors: systematic and statistical. Systematic

errors are due (e.g.) to mismodeling of GW signals, and statistical errors are due to the noise

in “ideal” detectors (real detectors usually contribute to systematic errors as well) [146]. If the

139



systematic errors associated with neglecting some terms in the waveform template are smaller than

statistical errors, we can safely neglect those terms and increase the computational efficiency of

parameter recovery without compromising its accuracy. Here we follow Appendix G of [198] and

we introduce a criterion to decide whether systematic errors are smaller than statistical errors.

Consider a detection scenario where systematic errors are negligible, so all parameter

estimation errors are statistical and due to noise. Assume also that the SNR for this detection is

large enough that the posterior probability distribution is sharply peaked close to the true parameter

values p0 [146]. For a parameter vector p close to p0, the unfaithfulness is 1 − 𝑀sta, and the mean

value of the unfaithfulness over the posterior probability is [198]

1 − 𝐸 (𝑀sta) =
(𝐷 − 1)
2 SNR2 , (6.21)

where 𝐸 denotes the expectation value, 𝐷 = 11 is the dimension of our parameter space, and the

subscript “sta” stands for “statistical.”

Let us now include systematic errors. If we demand systematic errors to be negligible with

respect to statistical errors, then the unfaithfulness (1 − 𝑀) due to GW mismodeling should be

negligible with respect to the expected value of the unfaithfulness in Eq. (6.21), i.e.,

1 − 𝑀 ≪ (𝐷 − 1)
2 SNR2 . (6.22)

We also need a measure of the overall statistical uncertainty. Following e.g. Lyons [199],

we can associate an 𝑛-dimensional error ellipsoid (about the maximum of the posterior distribution)

with a Gaussian posterior in an 𝑛-dimensional parameter space. This ellipsoid is the region of 1 𝜎

confidence interval, within which the parameter vector can be found with probability ∼ 0.68. The

square roots of the diagonal elements of the inverse Fisher matrix are the projections of this error

ellipse on the parameter axes. Define 𝜖 as the product of Fisher errors on all parameters, and 𝜖0

as the volume of the error ellipsoid. It can be shown that 𝜖0 is given by the square root of the

determinant of the inverse Fisher matrix and that 𝜖 ≥ 𝜖0, where the equality is realized when
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the parameters are uncorrelated with each other, while having 𝜖/𝜖0 > 1 means that there is some

correlation between the parameters. The parameter 𝜖0 can be considered an overall measure of

statistical errors and it is unaffected by a linear transformation of the parameters (or equivalently,

by a rotation of the parameter axes): in fact, 𝜖0 measures the volume of the error ellipsoid, which

should be independent of the orientation of the parameter axes. The ratio 𝜖/𝜖0 (“correlation factor”)

quantifies the degree of correlation among the parameters, or the misalignment of the error ellipsoid

with the parameter axes.

6.4 Results

In this section we present our results on the convergence properties of the 2PN-𝑒0
6 accurate

bivariate template (the fiducial template) proposed in Ref. [3], as measured in terms of the

unfaithfulness and Fisher matrix errors. In subsection 6.4.1 we compute the unfaithfulness due to

truncating the fiducial template in various ways (described below), to get an idea of the relative

importance of various terms. Subsection 6.4.2 identifies criteria under which systematic errors due

to neglecting certain terms in the phase are smaller than statistical errors. Finally, subsection 6.4.3

discusses the convergence properties of the statistical errors.

6.4.1 Unfaithfulness of truncated templates

We compute unfaithfulness distributions for the 1000 binaries in our catalog. We compare

the eight truncated templates A-H defined in Sec. 6.2.1 (cf. Table 6.1) against the fiducial template

for three selected initial eccentricities (𝑒0 = 0.04, 0.07, 0.1). A large value of the unfaithfulness

indicates that the dropped term(s) are significant.

Our results are shown in Fig. 6.1. The histograms in the top panel show the effect of dropping

terms of various orders in the initial eccentricity 𝑒0 at 2PN order (i.e., we move “horizontally” along

the top row Table 6.1). As expected, the unfaithfulness decreases as we move from template A

to template D: template D is the closest to the fiducial template. Similarly, the middle panel

shows the effect of dropping terms of various PN orders at order 𝑒6
0 in the initial eccentricity
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(i.e., we move vertically along the right column of Table 6.1). Again, as we move from template

G to template D (thereby dropping all terms higher than the Newtonian, 1PN, 1.5PN and 2PN

order terms, respectively) the unfaithfulness decreases. Finally, the bottom panel corresponds to

moving diagonally inwards along Table 6.1, starting from the top-right corner. In each panel, the

unfaithfulness gets larger as we increase 𝑒0: this is expected, since all of these waveforms are

small-eccentricity expansions.

An interesting exception is template A. In this case we are dropping a circular term of

order 2PN and 𝑒0
0, so the unfaithfulness is largely independent of 𝑒0 (as it should be). The small

faithfulness (𝑀 ∼ 0.65) of template A means that the 2PN-𝑒0
0 term is very important, and it is

suggestive of the necessity to include higher PN orders for circular (𝑒0
0 order) templates. This is

well known in the GW data analysis community, and it is indeed implemented in the 3.5PN accurate

circular template TaylorF2 [146].

2PN (𝑥2) − 0.16 0.21 0.30
1.5PN (𝑥3/2) − 0.03 0.12 0.24

1PN (𝑥1) − 0.008 0.06 0.18
Newtonian

(𝑥0) − 0.0007 0.015 0.05

𝑒0
0 𝑒2

0 𝑒4
0 𝑒6

0

Table 6.2: Maximum 𝑒0 such that detections with 𝜌 < 25 have systematic errors smaller than
statistical errors, when terms corresponding to the respective cells in the table are dropped. A dash
means that the mismatch is so low that systematic errors are larger than statistical errors for all 𝑒0
in the range we consider.

6.4.2 Systematic errors vs. statistical errors

In Fig. 6.2 we study the conditions under which systematic errors are smaller than statistical

errors for selected truncated templates. Each panel shows the unfaithfulness (left y-axis) and the

SNR obtained when we replace the inequality in (6.22) by an equality (right y-axis) of selected

truncated templates as a function of 𝑒0. Solid lines correspond to the median unfaithfulness (or

SNR) over our sample of 1000 binaries. Shaded areas correspond to the 25th and 75th percentiles,
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so they give an idea of the spread in the data.

Consider, for example, a detection with SNR 𝜌 = 20 and initial eccentricity 𝑒0 = 0.02.

If the corresponding point in one of these plots lies below the unfaithfulness-SNR curve of the

corresponding template, then systematic errors are negligible with respect to statistical errors. The

faithfulness by itself is not sufficient to decide whether systematic errors are negligible: we also

need Eq. (6.22) to determine the maximum SNR beyond which systematic errors dominate. Note

also that it would be incorrect to use these plots for low SNRs, since large SNRs were assumed to

derive Eq. (6.22).

Another way to read these plots is as follows. Suppose that we want to compute the posterior

distribution for a detection with maximum likelihood corresponding to 𝑒0 = 2 × 10−2, 𝜌 ∼ 20. If

we want systematic errors to be negligible with respect to statistical errors when we construct the

posterior distribution, we can choose a template whose unfaithfulness-SNR curve at 𝑒0 ∼ 2 × 10−2

(as shown in Fig. 6.2) gives 𝜌 > 20. For example, templates B, C and D satisfy this criterion,

whereas template A does not. Let us remark once again that Fig. 6.2 should not be trusted for low

SNRs, therefore (for example) the unfaithfulness-SNR curve for template A cannot be trusted in

this example.

Curves corresponding to low unfaithfulness (or high 𝜌) mean that the GW template will

have negligible systematic errors (recall that a point must lie below the unfaithfulness-SNR curve

for systematic errors to be negligible). Figure 6.2 implies that systematic errors become negligible

as we move from templates A to D, G to D and H to D, i.e., as we move towards templates which are

closer to the fiducial template, and our mismodeling errors become smaller. Furthermore, the ratio

of systematic to statistical errors becomes smaller as 𝑒0 decreases (𝜌 gets higher as 𝑒0 decreases).

An exception is template A, for which the dominant dropped term is independent of 𝑒0.

When are systematic errors negligible with respect to statistical errors? Focus, for example,

on template H in the bottom-left panel of Fig. 6.2 and on the two templates in the bottom-right

panel. For template H, systematic errors are negligible in the whole range 0 < 𝑒0 < 0.1 when

𝜌 < 103. For the
{
𝑒4

0
}

template, the bottom-right panels shows that systematic errors become
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negligible in the range 𝑒0 < 6 × 10−2 for SNRs below the blue curve. The corresponding range is

smaller for the
{
𝑒2

0
}

template. In these regions the truncated template can be used for parameter

estimation to save computational time and the dominant errors are statistical. The convergence of

statistical errors will be the topic of the next subsection. Similarly, Table 6.2 shows the maximum

𝑒0 such that detections with 𝜌 < 25 have systematic errors smaller than statistical errors when

terms corresponding to the respective cells in the table are dropped.

6.4.3 Convergence of statistical errors

Unfaithfulness-SNR plots can be used to identify templates for which systematic errors

are smaller than statistical errors. Given such a template, statistical errors can be computed (in

the high-SNR limit) as the square root of the diagonal elements of the inverse Fisher matrix. We

computed statistical errors for the 1000 binaries in our catalog using the
{
𝑒0

0
}
,
{
𝑒2

0
}
,
{
𝑒4

0
}

and
{
𝑒6

0
}

templates (where the last one is the fiducial template).2 In Fig. 6.3 we plot median statistical errors

for these four templates.

Statistical errors change going from template
{
𝑒0

0
}

to template
{
𝑒2

0
}
, but then they plateau.

This convergence of statistical errors was not observed in [189], where errors were computed only

for the circular and O(𝑒2
0)-accurate templates.

The error on the eccentricity Δ𝑒0 decreases when we go from a circular template {𝑒0
0} to

the {𝑒2
0} template, but it is roughly constant as we increase the order of the 𝑒0 expansion. This is

because the phase of the circular template {𝑒0
0} is independent of 𝑒0, so all information comes from

the amplitude alone, leading to large errors. The errors Δ𝑡𝑐, ΔΩ𝑆, and Δ ln𝐷𝐿 decrease mildly

(within a factor of two) as 𝑒0 increases for all four templates: these are all extrinsic parameters

for which measurement information comes largely from the motion of the detector, which is not

significantly affected by the template we use. The mass errorsΔM/M andΔ𝜂/𝜂 are underestimated

by a factor of 5-10 when we use the circular template {𝑒0
0}, and they are largely the same for all

eccentric templates {𝑒𝑛0} with 𝑛 = 2, 4, 6; in other words, the simplest eccentric template {𝑒2
0}

2Similar calculations were performed in [189] for two templates: a circular template and a template at leading order
in 𝑒0 with different amplitudes.
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already contains enough information to estimate mass measurement errors. Note also that most

errors (with the exception of Δ𝑒0) vary by at most factor of 2 as functions of 𝑒0.

The bottom row of Fig. 6.3 addresses the question: how do statistical errors change as we

increase the order of the 𝑒0 expansion in the phase? The bottom central panel shows that |𝜏 |−1/2

(the volume of the error ellipsoid, as given by the square root of the determinant of the inverse

Fisher matrix) decreases going from the
{
𝑒0

0
}

to the
{
𝑒2

0
}

template: the 11-dimensional error

ellipsoid shrinks (i.e., statistical errors decrease) with more accurate templates. This is in apparent

contradiction with previous plots, showing that many errors on individual parameters increase. The

solution to this apparent paradox (as shown in the bottom-right panel) has to do with correlations

between parameters, as measured by 𝜖/𝜖0 – see the discussion below Eq. (6.22): this quantity3

increases by a factor of 102 − 103 going from the
{
𝑒0

0
}

template to the
{
𝑒2

0
}

template, and then

remains roughly constant. Recall that all plots refer to a fixed redshift 𝑧 = 0.1 (𝐷𝐿 = 447.8 Mpc),

but errors scale linearly with 𝐷𝐿 in the large-SNR limit.

In Fig. 6.4 we plot histograms of the statistical errors for all 1000 binaries using our fiducial

template. These histograms essentially confirm the conclusions of [189]. We can measure the

initial eccentricity as long as Δ𝑒0 < 𝑒0: this is true for most binaries when 𝑒0 > 0.1. If 𝑒0 = 0.01,

Δ𝑒0 < 𝑒0 for about 90% of the binaries in our sample.

Before closing this section, we would like to mention that setting 𝛽 = 0 (as was done in

[189], thereby reducing the number of parameters from 11 to 10) results in a decrease of ΔΩ𝑆 by a

factor of ∼ 10. This suggests that the parameter 𝛽 is correlated with sky location parameters, and

that setting it to zero can lead to an underestimation of those errors.

6.5 Conclusions

We studied the convergence of the frequency domain 2PN-𝑒6
0 order accurate “fiducial” GW

templates for compact eccentric binaries of [3]. We built truncated templates by dropping certain

3We slightly modify the definition of the correlation factor to stand for the product of ΔM/M, Δ𝜂/𝜂, Δ𝑡𝑐,Δ𝜙𝑐,
ΔD𝐿/D𝐿 , ΔΩ𝑆 , ΔΩ𝐿 , Δ𝛽 and |𝜏 |1/2. Note that |𝜏 | is equal to the reciprocal of the parameter 𝜖0 introduced in Sec. 6.3,
thus quantifying an overall measure of the statistical errors.
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terms, and assessed the importance of those terms by computing the unfaithfulness (Fig. 6.1).

Dropping most terms leads to unfaithfulness < 0.02 for 𝑒0 < 0.1. The terms that produce the

largest unfaithfulness when dropped are the 2PN−𝑒0
0 and 0PN−𝑒6

0 terms; extensions at 0PN−𝑒𝑛0
with 𝑛 > 6 [184] and 𝑚PN−𝑒0

0 with 𝑚 > 2 [200] (e.g., the TaylorF2 approximant) are already

available in the literature.

We then investigated the conditions under which truncated templates produce systematic

errors which are smaller than statistical errors (Fig. 6.2). This helps us to identify “fast templates”

that can be used for parameter estimation considering only statistical errors.

In Fig. 6.3 we studied the convergence of statistical errors. Statistical errors converge very

quickly, and they do not change much as long as we include terms of order 𝑒2
0 in the phasing. More

accurate templates yield larger statistical errors than the
{
𝑒0

0
}

template for most parameters, with

the exception of the error Δ𝑒0 on the initial eccentricity. However the error ellipsoid shrinks as we

increase the order of the 𝑒0 expansion: indeed, statistical errors for most of the individual parameters

increase because of the larger correlations between parameters. Figure 6.4 shows statistical errors

for the fiducial template, and it confirms the main conclusions of Ref. [189] (which used slightly

different templates).

Several extensions of this work are possible and necessary. An important limitation of

our study is that we kept only the three leading-order harmonics in our templates; future work

should further explore the convergence of ℎ̃( 𝑓 ) [Eq. (6.2)] as the number of harmonics changes.

Our analysis is specific to stellar-origin BH binaries observed with LISA, but similar work should

be done for second- and third-generation Earth-based detectors and using other templates (see

e.g. [182, 183]). There are ongoing efforts to extend our “fiducial templates” [3] to 1PN order

in amplitude and 3PN order in phase, including the effects of periastron advance [188]. As

soon as these templates are available, an extension of our analysis can be used to assess the relative

significance of PN amplitude corrections with respect to phase corrections. It will also be important

and useful to extend our study to Fourier-domain templates accurate at 3PN and valid for large

eccentricities, which are currently under development [186, 201].
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6.6 Appendix: Oscillatory cross-terms in the Fisher matrix

As discussed in Sec. 6.2, the cross terms in the integrand of Eq. (6.18) are highly oscillatory,

and thus can be neglected. This can be understood analytically as follows. Let us first truncate the

templates of [3] at leading order in both the PN parameter 𝑥 and the initial eccentricity 𝑒0 (i.e., we

consider circular templates). We first decompose the template into its first six harmonics:

ℎ̃( 𝑓 ) = ℎ̃1( 𝑓 ) + ℎ̃2( 𝑓 ) + ℎ̃3( 𝑓 ) + ℎ̃4( 𝑓 ) + ℎ̃5( 𝑓 ) + ℎ̃6( 𝑓 ), (6.23)

and then we decompose each harmonic into an amplitude and a phase to get

ℎ̃ 𝑗 ( 𝑓 ) =
∑︁
𝑗

𝐴 𝑗 ( 𝑓 )𝑒𝑖Ψ 𝑗 ( 𝑓 ) , (6.24)

Ψ 𝑗 ( 𝑓 ) = 2𝜋 𝑓 𝑡𝑐 − 𝑗𝜙𝑐 +
3

128𝜂

(
𝐺𝑚𝑧𝜋 𝑓

𝑐3

)−5/3 (
𝑗

2

)8/3
− 𝜋

4
. (6.25)

By Eq. (6.18), the Fisher matrix elements involve derivatives of the template with respect

to the parameters:

𝜕ℎ̃ 𝑗 ( 𝑓 )
𝜕𝑝𝐴

=

[
𝜕𝐴 𝑗

𝜕𝑝𝐴
+ 𝑖𝐴 𝑗

𝜕Ψ 𝑗

𝜕𝑝𝐴

]
𝑒𝑖Ψ 𝑗 . (6.26)

and they can be broken down into a sum of integrals of the form

ℜ
∫ 𝑓max

𝑓min

1
𝑆𝑛 ( 𝑓 )

𝜕ℎ̃ 𝑗1 ( 𝑓 )
𝜕𝑝𝐴

𝜕ℎ̃ 𝑗2 ( 𝑓 )∗

𝜕𝑝𝐵
𝑑𝑓

=ℜ
∫ 𝑓max

𝑓min

1
𝑆𝑛 ( 𝑓 )

[
𝜕𝐴 𝑗1

𝜕𝑝𝐴
+ 𝑖𝐴 𝑗1

𝜕Ψ 𝑗1

𝜕𝑝𝐴

] [
𝜕𝐴 𝑗2

𝜕𝑝𝐵
− 𝑖𝐴 𝑗2

𝜕Ψ 𝑗2

𝜕𝑝𝐵

]
𝑒𝑖(Ψ 𝑗1−Ψ 𝑗2)𝑑𝑓 , (6.27)

as a result of the coupling of different harmonics ( 𝑗1, 𝑗2) and different parameters (𝑝𝐴, 𝑝𝐵). The

phase term in the exponential reads

Ψ 𝑗1 − Ψ 𝑗2 = ( 𝑗2 − 𝑗1)𝜙𝑐 +
3

128𝜂

(
𝐺𝑚𝑧𝜋 𝑓

𝑐3

)−5/3
[(
𝑗1
2

)8/3
−

(
𝑗2
2

)8/3
]
. (6.28)
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Therefore the integrand has a rapidly oscillatory phase ΔΨ ∝ 𝑓 −5/3 whenever 𝑗1 ≠ 𝑗2. For

diagonal elements of the Fisher matrix (𝑝𝐴 = 𝑝𝐵) terms with 𝑗1 = 𝑗2 always exist, and those

integrals dominate. For certain off-diagonal terms (e.g. the ln𝐷𝐿-𝜙𝑐 term), the integrals with

𝑗1 = 𝑗2 exactly vanish. However, the natural scale for these terms is set by the corresponding

diagonal elements of the Fisher matrix, and the integrals with 𝑗1 ≠ 𝑗2 can still be neglected.

6.7 Appendix: Beam pattern functions and other quantities appearing in the templates

In this appendix, for completeness, we define certain quantities appearing in the GW strain

via [Eqs. (6.2), (6.3), (6.4) and (6.5)]. It is well known that certain combinations of trigonometric

functions of the eccentric anomaly 𝑢 of a binary with eccentricity 𝑒 can be written as Fourier-Bessel

series [145, 184]:

sin 𝑢
1 − 𝑒 cos 𝑢

= 2
∞∑︁
𝑘=1

𝐽′𝑘 (𝑘𝑒) sin 𝑘𝑙, (6.29)

cos 𝑢
1 − 𝑒 cos 𝑢

=
2
𝑒

∞∑︁
𝑘=1

𝐽𝑘 (𝑘𝑒) cos 𝑘𝑙, (6.30)

where 𝐽𝑘 denotes Bessel functions of the first kind

𝐽𝑘 (𝑥) =
∞∑︁
𝑛=0

(−1)𝑚
𝑛! Γ(𝑛 + 𝑘 + 1)

(𝑥
2

)2𝑛+𝑘
, (6.31)

and Γ is the Gamma function. When combined with the well-known relations involving the orbital

phase 𝜙 of a Keplerian orbit

cos 𝜙 =
cos 𝑢 − 𝑒

1 − 𝑒 cos 𝑢
, (6.32)

sin 𝜙 = (1 − 𝑒2)1/2 sin 𝑢
1 − 𝑒 cos 𝑢

, (6.33)
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the equations above yield

cos 𝜙 = −𝑒 + 2
𝑒
(1 − 𝑒2)

∞∑︁
𝑘=1

𝐽𝑘 (𝑘𝑒) cos 𝑘𝑙 (6.34)

sin 𝜙 = (1 − 𝑒2)1/2
∞∑︁
𝑘=1
(𝐽𝑘−1(𝑘𝑒) − 𝐽𝑘+1(𝑘𝑒)) sin 𝑘𝑙. (6.35)

Following [184], the plus and cross polarizations can be written as

ℎ+ = −
𝐺2𝜇

𝑐4𝑝𝐷𝐿

[(
2 cos(2𝜙 − 2𝛽) + 5𝑒

2
cos(𝜙 − 2𝛽)

+ 𝑒
2

cos(3𝜙 − 2𝛽) + 𝑒2 cos(2𝛽)
)
(1 + cos2 𝜄)

+ (𝑒 cos 𝜙 + 𝑒2) sin2 𝜄
]
, (6.36)

ℎ× = −
𝐺2𝜇

𝑐4𝑝𝐷𝐿

[4 sin(2𝜙 − 2𝛽) + 5𝑒 sin(𝜙 − 2𝛽)

+ 𝑒 sin(3𝜙 − 2𝛽) − 2𝑒2 sin(2𝛽)
]

cos 𝜄, (6.37)

where 𝜇 = 𝑚1𝑚2/(𝑚1 + 𝑚2) and 𝑝 (the semilatus rectum of the orbit) is related to the orbital

angular frequency 𝜔 via

𝜔 = (𝑚1 + 𝑚2)1/2
( 𝑝

1 − 𝑒2

)−3/2
. (6.38)

where the inclination angle 𝜄 is defined by cos 𝜄 = 𝐿̂ · 𝑁̂ [192, 196], where 𝐿̂ and 𝑁̂ are unit vectors

in the direction of the orbital angular momentum and in the direction of the source, respectively.

By plugging Eqs. (6.34) and (6.35) into the expressions for ℎ+ and ℎ× above, we get

ℎ+,× = −
𝐺2M
𝑐4𝐷𝐿

(M𝜔)2/3
∞∑︁
𝑗=1

[
𝐶
𝑗
+,× cos( 𝑗 𝑙) + 𝑆 𝑗+,× sin( 𝑗 𝑙)

]
. (6.39)

149



The quantities 𝐶 𝑗
+,× and 𝑆 𝑗+,× read [184]

𝐶1
+ = 𝑒

(
−

3𝑐2𝛽

2
− 3

2
𝑐2𝛽𝑐

2
𝑖 + 𝑠2

𝑖

)
+ 1

24
𝑒3

(
16𝑐2𝛽 + 16𝑐2𝛽𝑐

2
𝑖 − 3𝑠2

𝑖

)
, (6.40)

𝑆1
+ = −

3
2
𝑒

(
𝑐2
𝑖 + 1

)
𝑠2𝛽 +

23
24
𝑒3

(
𝑐2
𝑖 + 1

)
𝑠2𝛽, (6.41)

𝐶1
× = 3 𝑒 𝑐𝑖𝑠2𝛽 −

4
3
𝑒3𝑐𝑖𝑠2𝛽, (6.42)

𝑆1
× = −3 𝑒 𝑐2𝛽𝑐𝑖 +

23
12
𝑒3𝑐2𝛽𝑐𝑖, (6.43)

𝐶2
+ = 2

(
𝑐2𝛽 + 𝑐2𝛽𝑐

2
𝑖

)
+ 𝑒2

(
−5𝑐2𝛽 − 5𝑐2𝛽𝑐

2
𝑖 + 𝑠2

𝑖

)
+ 1

12
𝑒4

(
33𝑐2𝛽 + 33𝑐2𝛽𝑐

2
𝑖 − 4𝑠2

𝑖

)
, (6.44)

𝑆2
+ = 2

(
𝑐2
𝑖 + 1

)
𝑠2𝛽 − 5𝑒2

(
𝑐2
𝑖 + 1

)
𝑠2𝛽

+ 3𝑒4
(
𝑐2
𝑖 + 1

)
𝑠2𝛽, (6.45)

𝐶2
× = −4𝑐𝑖𝑠2𝛽 + 10𝑒2𝑐𝑖𝑠2𝛽 −

11
2
𝑒4𝑐𝑖𝑠2𝛽, (6.46)

𝑆2
× = 4𝑐2𝛽𝑐𝑖 − 10𝑒2𝑐2𝛽𝑐𝑖 + 6𝑒4𝑐2𝛽𝑐𝑖, (6.47)

𝐶3
+ =

9
2
𝑒

(
𝑐2𝛽 + 𝑐2𝛽𝑐

2
𝑖

)
− 9

16
𝑒3

(
19𝑐2𝛽 + 19𝑐2𝛽𝑐

2
𝑖 − 2𝑠2

𝑖

)
, (6.48)

𝑆3
+ =

9
2
𝑒

(
𝑐2
𝑖 + 1

)
𝑠2𝛽 −

171
16

𝑒3
(
𝑐2
𝑖 + 1

)
𝑠2𝛽, (6.49)

𝐶3
× = −9𝑒𝑐𝑖𝑠2𝛽 +

171
8
𝑒3𝑐𝑖𝑠2𝛽, (6.50)

𝑆3
× = 9𝑒𝑐2𝛽𝑐𝑖 −

171
8
𝑒3𝑐2𝛽𝑐𝑖, (6.51)

𝐶4
+ = 8𝑒2

(
𝑐2𝛽 + 𝑐2

𝑖 𝑐2𝛽

)
+ 𝑒4

(
−20𝑐2𝛽 − 20𝑐2

𝑖 𝑐2𝛽 +
4𝑠2
𝑖

3

)
, (6.52)

𝑆4
+ = 8𝑒2

(
𝑠2𝛽 + 𝑐2

𝑖 𝑠2𝛽

)
− 20𝑒4

(
𝑠2𝛽 + 𝑐2

𝑖 𝑠2𝛽

)
, (6.53)

𝐶4
× = −16𝑒2𝑐𝑖𝑠2𝛽 + 40𝑒4𝑐𝑖𝑠2𝛽, (6.54)

𝑆4
× = 16𝑒2𝑐𝑖𝑐2𝛽 − 40𝑒4𝑐𝑖𝑐2𝛽, (6.55)
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𝐶5
+ =

625
48

𝑒3
(
𝑐2𝛽 + 𝑐2𝛽𝑐

2
𝑖

)
, (6.56)

𝑆5
+ =

625
48

𝑒3
(
𝑐2
𝑖 𝑠2𝛽 + 𝑠2𝛽

)
, (6.57)

𝐶5
× = −

625
24

𝑒3𝑐𝑖𝑠2𝛽, (6.58)

𝑆5
× =

625
24

𝑒3𝑐2𝛽𝑐𝑖, (6.59)

𝐶6
+ =

81
4
𝑒4

(
𝑐2𝛽 + 𝑐2𝛽𝑐

2
𝑖

)
, (6.60)

𝑆6
+ =

81
4
𝑒4

(
𝑐2
𝑖 𝑠2𝛽 + 𝑠2𝛽

)
, (6.61)

𝐶6
× = −

81
2
𝑒4𝑐𝑖𝑠2𝛽, (6.62)

𝑆6
× =

81
2
𝑒4𝑐2𝛽𝑐𝑖, (6.63)

where 𝑐2𝛽 = cos 2𝛽, 𝑠2𝛽 = sin 2𝛽, 𝑐𝑖 = cos 𝜄 and 𝑠𝑖 = sin 𝜄. The GW strain at the detector is the

linear combination ℎ(𝑡) = 𝐹+ℎ+ + 𝐹×ℎ×, and its Fourier transform is given by Eq. (6.2). The beam

pattern functions 𝐹+ and 𝐹× can be found, e.g., in [191, 192].

151



Figure 6.1: Unfaithfulness histograms for templates A-D (top), D-G (middle), D and H (bottom)
with respect to the fiducial template.
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Figure 6.2: Unfaithfulness-SNR plots for various templates with respect to the fiducial template.

Figure 6.3: Top two rows: statistical errors for the
{
𝑒0

0
}
,
{
𝑒2

0
}
,
{
𝑒4

0
}

and
{
𝑒6

0
}

(fiducial) tem-
plate. Bottom: SNR (left); volume of the error ellipsoid |𝜏 |−1/2 (center); and correlation between
parameters (right).
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Figure 6.4: Statistical error histograms for the fiducial template and four selected values of 𝑒0.
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CHAPTER 7

CONCLUSIONS

In this dissertation, we have made progress towards modeling of stellar-mass BBHs (the

primary sources of GWs). As GW detector sensitivities increase in the coming years, we expect

more and more detections. Crucial to detections is the accurate modeling of BBH dynamics and

the associated GWs. And crucial to fast detections of these GW signals is that the modeling of

GWs and BBH dynamics be done analytically, rather numerically.

Overall, this dissertation is an effort in that direction. Chapters 2 and 3 do analytical

modeling of spinning, eccentric BBHs. Chapter 4 tried to answer the question if analytical modeling

of BBHs at 2PN is feasible or not. Chapter 5 does analytical modeling of the conservative sector

of non-spinning, eccentric BBHs. It also constructs the full IMR waveform, which is not fully

analytical in nature. Chapter 6 explores the numerical convergence properties of the fully analytical

waveform of non-spinning, eccentric BBHs presented in Ref. [3].

GW detections and parameter estimation is marred by two kinds of errors: systematic (due

to mismodeling of the GW signal) and statistical (due to detector noise). As GW detectors become

more and more sensitive (due to a decrease in detector noise), there will be a need to make our GW

models more and more accurate. We will therefore need to push the PN accuracy of our GW models

to higher PN orders. Reduction of detector noise enables us to detect fainter and fainter signals,

thereby increasing the volume of the universe accessible to the detector which in turn increases the

number of anticipated detections. To handle larger and larger number of detections, our GW and

BBHs modeling should be as much analytical (rather than numerical) as possible. This has also

been the main aim of this dissertation. In the future, we will need to push our results to higher PN

order and keeping them analytical if possible.
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It also needs to be monitored at what point the analytical expressions used for BBH and GW

modeling become so unwieldy that it’s faster to use the numerical integration routines. As we keep

building our analytical models at higher order accuracies, we anticipate the need for some studies

which compare the speed at which GW signals can be generated via analytical and semi-analytical

techniques. This will be done to assess the break-even point beyond which more analytical modeling

is more of an impediment rather than a boost to the efforts of GW signal modeling.
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[108] P. Jaranowski and G. Schäfer, Phys. Rev. D 87, 081503 (2013), arXiv:1303.3225.

162

http://dx.doi.org/10.1103/PhysRevD.102.084047
http://arxiv.org/abs/2007.11239
http://dx.doi.org/10.1016/j.nuclphysb.2020.115041
http://arxiv.org/abs/2003.01692
https://github.com/ianhinder/EccentricIMR
https://github.com/sashwattanay/EccentricIMR
http://dx.doi.org/10.1007/BF02828697
http://arxiv.org/abs/1609.00915
http://dx.doi.org/10.1103/PhysRevD.96.044011
http://dx.doi.org/10.1103/PhysRevD.96.044011
http://arxiv.org/abs/1707.02088
http://dx.doi.org/ 10.1103/PhysRevD.98.024039
http://arxiv.org/abs/1807.02380
http://dx.doi.org/10.1103/PhysRevD.45.1840
http://dx.doi.org/10.1103/PhysRevD.70.064028
http://arxiv.org/abs/gr-qc/0404128
http://dx.doi.org/ 10.1103/PhysRevD.73.124012
http://arxiv.org/abs/gr-qc/0603056
http://dx.doi.org/10.1103/PhysRevD.101.043022
http://dx.doi.org/10.1103/PhysRevD.101.043022
http://arxiv.org/abs/2002.03285
http://dx.doi.org/10.1103/PhysRevD.91.084024
http://arxiv.org/abs/1502.07245
http://dx.doi.org/10.1103/PhysRevD.93.124010
http://arxiv.org/abs/1511.07379
http://dx.doi.org/10.1016/S0370-2693(01)00642-6
http://arxiv.org/abs/gr-qc/0105038
http://arxiv.org/abs/gr-qc/0105038
http://dx.doi.org/10.1103/PhysRevD.86.061503
http://arxiv.org/abs/1207.5448
http://dx.doi.org/10.1103/PhysRevD.87.081503
http://arxiv.org/abs/1303.3225


[109] S. Foffa, R.A. Porto, I. Rothstein, and R. Sturani, Phys. Rev. D 100, 024048 (2019),
arXiv:1903.05118.

[110] S. Foffa and R. Sturani, Phys. Rev. D 100, 024047 (2019), arXiv:1903.05113.

[111] T. Marchand, L. Bernard, L. Blanchet, and G. Faye, Phys. Rev. D 97, 044023 (2018),
arXiv:1707.09289.

[112] G. Cho, S. Tanay, A. Gopakumar, and H.M. Lee, Phys. Rev. D 105, 064010 (2022),
arXiv:2110.09608.
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